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1. Introduction

The Vagrind tool suite provides a number of debugging and profiling tools that help you make your programs
faster and more correct. The most popular of these tools is called Memcheck. It can detect many memory-related
errors that are common in C and C++ programs and that can lead to crashes and unpredictable behaviour.

Therest of this guide gives the minimum information you need to start detecting memory errors in your program
with Memcheck. For full documentation of Memcheck and the other tools, please read the User Manual.

2. Preparing your program

Compile your program with - g to include debugging information so that Memcheck's error messages include
exact line numbers. Using - Q0 is also a good ideg, if you can tolerate the slowdown. With - OL line humbers
in error messages can be inaccurate, although generally speaking running Memcheck on code compiled at - OL
worksfairly well, and the speed improvement compared to running - Q0 isquite significant. Use of - O2 and above
is not recommended as Memcheck occasionally reports uninitialised-value errors which don't really exist.

3. Running your program under Memcheck

If you normally run your program like this:
myprog argl arg2
Use this command line:
val grind --I|eak-check=yes nyprog argl arg2
Memcheck is the default tool. The - - | eak- check option turns on the detailed memory leak detector.

Y our program will run much slower (eg. 20 to 30 times) than normal, and use alot more memory. Memcheck will
issue messages about memory errors and leaksthat it detects.

4. Interpreting Memcheck's output

Here's an example C program, in afile called a.c, with amemory error and a memory leak.

#i ncl ude <stdlib. h>

voi d f(void)
{
int* x = malloc(10 * sizeof (int));
x[ 10] = O; /1 problem 1: heap bl ock overrun
} /] problem2: menory leak -- x not freed

i nt mai n(voi d)

f();

return O;

}

Most error messages look like the following, which describes problem 1, the heap block overrun:
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==19182== Invalid wite of size 4

==19182== at 0x804838F: f (exanple.c:6)

==19182== by 0x80483AB: main (exanple.c:11)

==19182== Address 0x1BA45050 is O bytes after a block of size 40 alloc'd
==19182== at Ox1B8FF5CD: mall oc (vg_replace_malloc.c: 130)

==19182== by 0x8048385: f (exanple.c:5)

==19182== by 0x80483AB: main (exanple.c:11)

Thingsto notice:
e Thereisalot of information in each error message; read it carefully.
» The 19182 isthe process ID; it's usually unimportant.

» Thefirst line ("Invalid write...") tells you what kind of error it is. Here, the program wrote to some memory it
should not have due to a heap block overrun.

» Below thefirst lineisastack trace telling you where the problem occurred. Stack traces can get quite large, and
be confusing, especidly if you are using the C++ STL. Reading them from the bottom up can help. If the stack
trace is not big enough, usethe - - num cal | er s option to make it bigger.

» Thecode addresses (eg. 0x804838F) are usually unimportant, but occasionally crucia for tracking down weirder
bugs.

» Some error messages have a second component which describes the memory address involved. This one shows
that the written memory isjust past the end of a block allocated with malloc() on line 5 of example.c.

It's worth fixing errors in the order they are reported, as later errors can be caused by earlier errors. Failing to do
thisis a common cause of difficulty with Memcheck.

Memory leak messages |ook like this;

==19182== 40 bytes in 1 blocks are definitely lost in loss record 1 of 1

==19182== at Ox1B8FF5CD: mall oc (vg_replace_malloc.c: 130)
==19182== by 0x8048385: f (a.c:5)
==19182== by 0x80483AB: main (a.c:11)

The stack trace tells you where the leaked memory was allocated. Memcheck cannot tell you why the memory
leaked, unfortunately. (Ignorethe "vg_replace malloc.c", that's an implementation detail .)

There are several kinds of leaks; the two most important categories are;
 "definitely lost": your program is leaking memory -- fix it!

» "probably lost": your program is leaking memory, unless you're doing funny things with pointers (such as
moving them to point to the middle of a heap block).

Memcheck also reports uses of uninitialised values, most commonly with the message " Conditional jump or move
depends on uninitialised value(s)". It can be difficult to determine the root cause of these errors. Try using the - -
track- ori gi ns=yes to get extrainformation. This makes Memcheck run slower, but the extra information
you get often saves alot of time figuring out where the uninitialised values are coming from.

If you don't understand an error message, please consult Explanation of error messages from Memcheck in the
Valgrind User Manual which has examples of al the error messages Memcheck produces.

5. Caveats

Memcheck is not perfect; it occasionally produces false positives, and there are mechanisms for suppressing these
(see Suppressing errorsinthe Valgrind User Manual). However, it istypically right 99% of thetime, so you should
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be wary of ignoring its error messages. After all, you wouldn't ignore warning messages produced by a compiler,
right? The suppression mechanism is also useful if Memcheck is reporting errorsin library code that you cannot
change. The default suppression set hides alot of these, but you may come across more.

Memcheck cannot detect every memory error your program has. For example, it can't detect out-of-range reads
or writes to arrays that are allocated statically or on the stack. But it should detect many errors that could crash
your program (eg. cause a segmentation fault).

Try to make your program so clean that Memcheck reports no errors. Once you achieve this state, it is much
easier to see when changes to the program cause Memcheck to report new errors. Experience from several years
of Memcheck use shows that it is possible to make even huge programs run Memcheck-clean. For example, large
parts of KDE, OpenOffice.org and Firefox are Memcheck-clean, or very closeto it.

6. More information

Please consult the Valgrind FAQ and the Valgrind User Manual, which have much more information. Note that
the other toolsin the Valgrind distribution can be invoked with the - - t ool option.
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1. Introduction
1.1. An Overview of Valgrind

Vagrind is an instrumentation framework for building dynamic analysis tools. It comes with a set of tools each
of which performs some kind of debugging, profiling, or similar task that helps you improve your programs.
Vagrind's architectureis modular, so new tools can be created easily and without disturbing the existing structure.

A number of useful tools are supplied as standard.

1. Memcheck isamemory error detector. It helps you make your programs, particularly those written in C and
C++, more correct.

2. Cachegrind is acache and branch-prediction profiler. It helps you make your programs run faster.

3. Callgrind isacall-graph generating cache profiler. It has some overlap with Cachegrind, but also gathers some
information that Cachegrind does not.

4. Helgrind isathread error detector. It helps you make your multi-threaded programs more correct.

5. DRD isaso athread error detector. It issimilar to Helgrind but uses different analysis techniques and so may
find different problems.

6. Massif isaheap profiler. It helps you make your programs use less memory.

7. DHAT isadifferent kind of heap profiler. It helps you understand issues of block lifetimes, block utilisation,
and layout inefficiencies.

8. BBV is an experimental SimPoint basic block vector generator. It is useful to people doing computer
architecture research and development.

There are also a couple of minor tools that aren't useful to most users: Lackey is an example tool that illustrates
some instrumentation basics; and Nulgrind isthe minimal Valgrind tool that does no analysis or instrumentation,
and is only useful for testing purposes.

Valgrind is closely tied to details of the CPU and operating system, and to a lesser extent, the compiler and basic
Clibraries. Nonetheless, it supports a number of widely-used platforms, listed in full at http://www.valgrind.org/.

Vagrind is built viathe standard Unix . / conf i gur e, make, make i nst al | process; full details are given
in the README file in the distribution.

Valgrind is licensed under the The GNU General Public License, version 2. Theval gri nd/ *. h headers that
you may wish to include in your code (eg. val gri nd. h, nencheck. h, hel gri nd. h, etc.) are distributed
under aBSD-stylelicense, so you may include them in your code without worrying about license conflicts. Some
of the PThreadstest cases, pt h_*. ¢, aretaken from " Pthreads Programming" by Bradford Nichols, Dick Buittlar
& Jacqueline Proulx Farrell, ISBN 1-56592-115-1, published by O'Reilly & Associates, Inc.

If you contribute codeto Valgrind, please ensure your contributionsarelicensed as"GPLV2, or (at your option) any
later version." Thisisso asto alow the possibility of easily upgrading the licenseto GPLv3 in future. If you want
to modify codein the VEX subdirectory, please aso see the file VEX/HACKING.README in the distribution.

1.2. How to navigate this manual

This manual's structure reflects the structure of Valgrind itself. First, we describe the Valgrind core, how to use
it, and the options it supports. Then, each tool has its own chapter in this manual. You only need to read the
documentation for the core and for the tool(s) you actually use, although you may find it helpful to be at least a
little bit familiar with what all tools do. If you're new to al this, you probably want to run the Memcheck tool and
you might find the The Valgrind Quick Start Guide useful.


http://www.valgrind.org/
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Be aware that the core understands some command line options, and the tools have their own options which they
know about. This means there is no central place describing all the options that are accepted -- you have to read
the options documentation both for Valgrind's core and for the tool you want to use.



2. Using and understanding the
Valgrind core

This chapter describesthe Valgrind core services, command-line options and behaviours. That meansit isrelevant
regardless of what particular tool you areusing. Theinformation should be sufficient for you to make effective day-
to-day use of Valgrind. Advanced topics related to the Valgrind core are described in Valgrind's core: advanced
topics.

A point of terminology: most referencesto "Valgrind” in this chapter refer to the Valgrind core services.

2.1. What Valgrind does with your program

Vagrind isdesigned to be as non-intrusive as possible. It works directly with existing executables. Y ou don't need
to recompile, relink, or otherwise modify the program to be checked.

You invoke Valgrind like this:

val grind [val grind-options] your-prog [your-prog-options]

The most important optionis- - t ool which dictates which Valgrind tool to run. For example, if want to run the
command| s -1 using the memory-checking tool Memcheck, issue this command:

val grind --tool =nentheck |s -I
However, Memcheck isthe default, so if you want to use it you can omit the - - t ool option.

Regardless of which tool isin use, Valgrind takes control of your program beforeit starts. Debugging information
is read from the executable and associated libraries, so that error messages and other outputs can be phrased in
terms of source code locations, when appropriate.

Y our program is then run on a synthetic CPU provided by the Vagrind core. Asnew code is executed for the first
time, the core hands the code to the selected tool. The tool addsits own instrumentation code to this and hands the
result back to the core, which coordinates the continued execution of this instrumented code.

The amount of instrumentation code added varies widely between tools. At one end of the scale, Memcheck adds
code to check every memory access and every value computed, making it run 10-50 times slower than natively.
At the other end of the spectrum, the minimal tool, called Nulgrind, adds no instrumentation at all and causesin
total "only" about a 4 times slowdown.

Vagrind simulates every single instruction your program executes. Because of this, the active tool checks, or
profiles, not only the code in your application but also in al supporting dynamically-linked libraries, including
the C library, graphical libraries, and so on.

If you're using an error-detection tool, Valgrind may detect errors in system libraries, for example the GNU C
or X11 libraries, which you have to use. You might not be interested in these errors, since you probably have
no control over that code. Therefore, Valgrind allows you to selectively suppress errors, by recording them in
a suppressions file which is read when Valgrind starts up. The build mechanism selects default suppressions
which give reasonable behaviour for the OS and libraries detected on your machine. To make it easier to
write suppressions, you can use the - - gen- suppr essi ons=yes option. This tells Valgrind to print out a
suppression for each reported error, which you can then copy into a suppressions file.

Valgrind will try to match the behaviour of applications compiled to run on the same OS and librariesthat Valgrind
was built with. If you use different libraries or a different OS version there may be some small differences in
behaviour.

Different error-checking tools report different kinds of errors. The suppression mechanism therefore allows you
to say which tool or tool(s) each suppression applies to.
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2.2. Getting started

First off, consider whether it might be beneficial to recompile your application and supporting libraries with
debugging info enabled (the - g option). Without debugging info, the best Valgrind toolswill be ableto do isguess
which function a particular piece of code belongs to, which makes both error messages and profiling output nearly
useless. With - g, you'll get messages which point directly to the relevant source code lines.

Another option you might like to consider, if you are working with C++, is- f no-i nl i ne. That makesit easier
to see the function-call chain, which can help reduce confusion when navigating around large C++ apps. For
example, debugging OpenOffice.org with Memcheck is a bit easier when using this option. Y ou don't have to do
this, but doing so helps Valgrind produce more accurate and |ess confusing error reports. Chances are you're set up
like this already, if you intended to debug your program with GNU GDB, or some other debugger. Alternatively,
theValgrind option - - r ead- i nl i ne-i nf o=yes instructs Valgrind to read the debug information describing
inlining information. With this, function call chain will be properly shown, even when your applicationiscompiled
with inlining.

If you are planning to use Memcheck: On rare occasions, compiler optimisations (at - O2 and above, and sometimes
- O1) have been observed to generate code which fools Memcheck into wrongly reporting uninitialised value
errors, or missing uninitialised value errors. We have looked in detail into fixing this, and unfortunately the result
isthat doing so would give afurther significant slowdown in what is already a slow tool. So the best solution isto
turn off optimisation altogether. Since this often makes things unmanageably slow, areasonable compromiseisto
use - O. This gets you the majority of the benefits of higher optimisation levels whilst keeping relatively small the
chances of false positives or false negatives from Memcheck. Also, you should compile your code with - Wl |
because it can identify some or al of the problemsthat Vagrind can miss at the higher optimisation levels. (Using
-\Wal | isalso agood ideain general.) All other tools (as far as we know) are unaffected by optimisation level,
and for profiling tools like Cachegrind it is better to compile your program at its normal optimisation level.

Vagrind understands the DWARF2/3/4 formats used by GCC 3.1 and later. The reader for "stabs" debugging
format (used by GCC versions prior to 3.1) has been disabled in Valgrind 3.9.0.

When you're ready to roll, run Valgrind as described above. Note that you should run the real (machine-code)
executable here. If your application is started by, for example, a shell or Perl script, you'll need to modify it to
invoke Valgrind on the real executables. Running such scripts directly under Valgrind will result in you getting
error reports pertaining to / bi n/ sh, / usr/ bi n/ per |, or whatever interpreter you're using. This may not be
what you want and can be confusing. Y ou can force the issue by giving theoption- -t r ace- chi | dr en=yes,
but confusion is till likely.

2.3. The Commentary

Valgrind tools write acommentary, a stream of text, detailing error reports and other significant events. All lines
in the commentary have following form:

==12345== sone- nessage-from Val gri nd

The12345 istheprocess|D. Thisschememakesit easy to distinguish program output from Valgrind commentary,
and also easy to differentiate commentaries from different processes which have become merged together, for
whatever reason.

By default, Valgrind tools write only essential messages to the commentary, so as to avoid flooding you with
information of secondary importance. If you want more information about what is happening, re-run, passing the
- v option to Valgrind. A second - v gives yet more detail.

Y ou can direct the commentary to three different places:

1. Thedefault: send it to afile descriptor, which isby default 2 (stderr). So, if you give the core no options, it will
write commentary to the standard error stream. If you want to send it to some other file descriptor, for example
number 9, you can specify - - | og- f d=9.
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Thisisthe ssimplest and most common arrangement, but can cause problems when Valgrinding entire trees of
processes which expect specific file descriptors, particularly stdin/stdout/stderr, to be available for their own
use.

2. A lessintrusive option isto write the commentary to afile, which you specify by - - 1 og-fi | e=fi | enane.
There are special format specifiers that can be used to use a process ID or an environment variable name in
the log file name. These are useful/necessary if your program invokes multiple processes (especialy for MPI
programs). See the basic options section for more details.

3. The least intrusive option is to send the commentary to a network socket. The socket is specified as an IP
address and port number pair, like this: - - | 0g- socket =192. 168. 0. 1: 12345 if you want to send the
output to host 1P 192.168.0.1 port 12345 (note: we have no ideaif 12345 isaport of pre-existing significance).
Y ou can also omit the port number: - - | 0og- socket =192. 168. 0. 1, in which case a default port of 1500
isused. This default is defined by the constant VG_CLO_DEFAULT_LOGPORT in the sources.

Note, unfortunately, that you have to use an IP address here, rather than a hostname.

Writing to a network socket is pointless if you don't have something listening at the other end. We provide a
simplelistener program, val gri nd- 1 i st ener , which accepts connections on the specified port and copies
whatever it is sent to stdout. Probably someone will tell us thisis ahorrible security risk. It seems likely that
people will write more sophisticated listenersin the fullness of time.

val grind-1i st ener canaccept simultaneous connections from up to 50 Valgrinded processes. In front of
each line of output it prints the current number of active connections in round brackets.

val gri nd-1i st ener acceptsthree command-line options:
-e --exit-at-zero

When the number of connected processes falls back to zero, exit. Without this, it will run forever, that is,
until you send it Control-C.

- - max- connect =I NTEGER

By default, the listener can connect to up to 50 processes. Occasionally, that number istoo small. Usethis
option to provide a different limit. E.g. - - max- connect =100.

port number

Changes the port it listens on from the default (1500). The specified port must be in the range 1024 to
65535. The same restriction applies to port numbers specified by a- - | 0g- socket to Valgrind itself.

If aValgrinded process fails to connect to a listener, for whatever reason (the listener isn't running, invalid or
unreachable host or port, etc), Valgrind switches back to writing the commentary to stderr. The same goes for
any process which loses an established connection to alistener. In other words, killing the listener doesn't kill
the processes sending data to it.

Here is an important point about the relationship between the commentary and profiling output from tools. The
commentary contains a mix of messages from the VValgrind core and the selected tool. If the tool reports errors, it
will report them to the commentary. However, if the tool does profiling, the profile data will be written to afile
of some kind, depending on the tool, and independent of what - - | 0g- * optionsarein force. The commentary is
intended to be alow-bandwidth, human-readable channel. Profiling data, on the other hand, is usually voluminous
and not meaningful without further processing, which is why we have chosen this arrangement.

2.4. Reporting of errors

When an error-checking tool detects something bad happening in the program, an error message is written to the
commentary. Here's an example from Memcheck:
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==25832== I nvalid read of size 4

==25832== at 0x8048724: BandMatrix::ReSize(int, int, int) (bogon.cpp:45)
==25832== by 0x80487AF: mai n (bogon. cpp: 66)

==25832== Address OxBFFFF74C is not stack'd, malloc'd or free'd

This message saysthat the program did an illegal 4-byte read of address OXBFFFF74C, which, asfar as Memcheck
can tell, is not a valid stack address, nor corresponds to any current heap blocks or recently freed heap blocks.
Theread is happening at line 45 of bogon. cpp, called from line 66 of the samefile, etc. For errors associated
with anidentified (current or freed) heap block, for example reading freed memory, Vagrind reports not only the
location where the error happened, but also where the associated heap block was allocated/freed.

Valgrind remembers all error reports. When an error is detected, it is compared against old reports, to seeif it is
aduplicate. If so, the error is noted, but no further commentary is emitted. This avoids you being swamped with
bazillions of duplicate error reports.

If you want to know how many times each error occurred, run with the - v option. When execution finishes, all
the reports are printed out, along with, and sorted by, their occurrence counts. This makes it easy to see which
errors have occurred most frequently.

Errors are reported before the associated operation actually happens. For example, if you're using Memcheck and
your program attempts to read from address zero, Memcheck will emit a message to this effect, and your program
will then likely die with a segmentation fault.

In general, you should try and fix errors in the order that they are reported. Not doing so can be confusing. For
example, a program which copies uninitialised values to several memory locations, and later uses them, will
generate severa error messages, when run on Memcheck. The first such error message may well give the most
direct clue to the root cause of the problem.

The process of detecting duplicate errors is quite an expensive one and can become a significant performance
overhead if your program generates huge quantities of errors. To avoid serious problems, Valgrind will simply
stop collecting errors after 1,000 different errors have been seen, or 10,000,000 errors in total have been seen.
In this situation you might as well stop your program and fix it, because Valgrind won't tell you anything else
useful after this. Note that the 1,000/10,000,000 limits apply after suppressed errors are removed. Theselimitsare
definedinm_er r or mgr . ¢ and can be increased if necessary.

To avoid this cutoff you can usethe --error-1i m t=no option. Then Vagrind will always show errors,
regardless of how many there are. Use this option carefully, since it may have a bad effect on performance.

2.5. Suppressing errors

The error-checking tools detect numerous problems in the system libraries, such as the C library, which come
pre-installed with your OS. You can't easily fix these, but you don't want to see these errors (and yes, there are
many!) So Valgrind reads a list of errors to suppress at startup. A default suppression file is created by the . /
conf i gur e script when the system is built.

Y ou can modify and add to the suppressions file at your leisure, or, better, write your own. Multiple suppression
filesare allowed. Thisisuseful if part of your project contains errors you can't or don't want to fix, yet you don't
want to continuously be reminded of them.

Note: By far the easiest way to add suppressionsisto usethe- - gen- suppr essi ons=yes option described
in Core Command-line Options. This generates suppressions automatically. For best results, though, you may
want to edit the output of - - gen- suppr essi ons=yes by hand, in which case it would be advisable to read
through this section.

Each error to be suppressed is described very specifically, to minimise the possibility that a suppression-directive
inadvertently suppresses a bunch of similar errors which you did want to see. The suppression mechanism is
designed to allow precise yet flexible specification of errors to suppress.

If you usethe- v option, at the end of execution, Valgrind prints out one line for each used suppression, giving the
number of timesit got used, itsname and thefilename and line number where the suppression isdefined. Depending
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on the suppression kind, the filename and line number are optionally followed by additional information (such as
the number of blocks and bytes suppressed by a Memcheck |eak suppression). Here's the suppressions used by a
runofval grind -v --tool =nencheck Is -1:

--1610-- used_suppression: 2 dl -hack3-cond-1 /usr/lib/val grind/default.supp: 1234
--1610-- used_suppression: 2 glibc-2.5. x-on-SUSE- 10. 2- (PPC) -2a /usr/lib/val grind/ di

Multiple suppressionsfiles are allowed. Valgrind loads suppression patternsfrom $PREFI X/ | i b/ val gri nd/
defaul t.supp unless --defaul t-suppressi ons=no has been specified. You can ask to add
suppressions from additional files by specifying - - suppr essi ons=/ pat h/to/fil e. supp one or more
times.

If you want to understand more about suppressions, look at an existing suppressions file whilst reading the
following documentation. Thefilegl i bc- 2. 3. supp, inthe source distribution, provides some good examples.

Blank and comment linesin asuppression file are ignored. Comment lines are made of 0 or more blanks followed
by a# character followed by some text.

Each suppression has the following components:;

* Firstline: itsname. Thismerely gives ahandy nameto the suppression, by whichit isreferred to in the summary
of used suppressions printed out when a program finishes. It's not important what the name is; any identifying
string will do.

» Second line: name of the tool(s) that the suppression is for (if more than one, comma-separated), and the name
of the suppression itself, separated by a colon (n.b.: no spaces are allowed), eg:

t ool _nanel, t ool _name2: suppr essi on_nane

Recall that Valgrind is a modular system, in which different instrumentation tools can observe your program
whilst it is running. Since different tools detect different kinds of errors, it is necessary to say which tool(s) the
suppression is meaningful to.

Tools will complain, at startup, if a tool does not understand any suppression directed to it. Tools ignore
suppressions which are not directed to them. As aresult, it is quite practical to put suppressions for all tools
into the same suppression file.

* Next line: a small number of suppression types have extra information after the second line (eg. the Par am
suppression for Memcheck)

* Remaining lines: Thisis the calling context for the error -- the chain of function calls that led to it. There can
be up to 24 of these lines.

L ocations may be names of either shared objects, functions, or source lines. They begin with obj : ,fun: , or
src: respectively. Function, object, and file names to match against may use the wildcard characters* and ?.
Source lines are specified using theform f i | enane[ : | i neNunber] .

Important note: C++ function names must be mangled. If you are writing suppressions by hand, use the - -
demangl e=no option to get the mangled namesin your error messages. An example of amangled C++ name
is_ZNOQLi st Vi ewdshowEv. Thisisthe form that the GNU C++ compiler usesinternally, and the form that
must be used in suppression files. The equivalent demangled name, QLi st Vi ew. : show() , iswhat you see
at the C++ source code level.

A location line may aso be simply ". . . " (three dots). This is a frame-level wildcard, which matches zero
or more frames. Frame level wildcards are useful because they make it easy to ignore varying numbers of
uninteresting frames in between frames of interest. That is often important when writing suppressions which
are intended to be robust against variations in the amount of function inlining done by compilers.

* Finaly, the entire suppression must be between curly braces. Each brace must be the first character on its own
line.
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A suppression only suppresses an error when the error matchesall the detailsin the suppression. Here'san example:

{
__gconv_transform ascii_internal/__nbrtowc/ nmbt owc
Mentheck: Val ue4d
fun: __gconv_transform ascii _internal

fun: __nbr*toc
fun: nbt owc

}

What it meansis: for Memcheck only, suppress a use-of-uninitialised-value error, when the data size is 4, when it
occursin the function __gconv_transform ascii _i nt ernal , when that is called from any function of
name matching __ nbr *t oc, when that is called from nbt owc. It doesn't apply under any other circumstances.
The string by which this suppressionisidentified totheuseris__gconv_t ransform ascii _i nternal /
___nbrtowc/ nbt ownc.

(See Writing suppression files for more details on the specifics of Memcheck's suppression kinds.)

Another example, again for the Memcheck tool:

{
|i bX11.s0.6.2/1ibX11.s0.6.2/]ibXaw.so.7.0

Mentheck: Val ue4d

obj:/usr/ X11R6/1ib/1ibX1l1. so0.6.2
obj:/usr/ X11R6/1ib/1ibX1l1. so0.6.2
obj:/usr/ X11R6/1ib/libXaw. so. 7.0

}

This suppresses any size 4 uninitialised-value error which occurs anywherein| i bX11. so. 6. 2, when caled
from anywhere in the same library, when called from anywherein| i bXaw. so. 7. 0. Theinexact specification
of locations is regrettable, but is about all you can hope for, given that the X11 libraries shipped on the Linux
distro on which this example was made have had their symbol tables removed.

An example of the src: specification, again for the Memcheck tool:

{
|i bX11.s0.6.2/1ibX11.s0.6.2/1ibXaw.so.7.0

Menctheck: Val ue4
src:valid.c:321

}

This suppresses any size-4 uninitialised-value error which occursat line321inval i d. c.

Although the above two examples do not make this clear, you can freely mix obj : , fun: ,and src: linesin
asuppression.

Finally, here's an example using three frame-level wildcards:

a-contrived- exanpl e
Mencheck: Leak
fun: mal | oc

fun: ddd

fun: ccc
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fun: mai n
}

This suppresses Memcheck memory-leak errors, in the case where the alocation was done by nmai n calling
(though any number of intermediaries, including zero) ccc, calling onwardsviaddd and eventually tomal | oc. .

2.6. Debuginfod

Vagrind supports the downloading of debuginfo files via debuginfod, an HTTP server for distributing ELF/
DWARF debugging information. When a debuginfo file cannot be found locally, Valgrind is able to query
debuginfod servers for the file using the file's build-id.

In order to use this feature debugi nfod-find must be installed and the $DEBUG NFOD_URLS
environment variable must contain space-separated URLs of debuginfod servers. Valgrind does not support
debugi nfod-fi nd verbose output that is normally enabled with $DEBUG NFOD_PROGRESS and
$DEBUG NFCD_VERBGCSE. These environment variables will be ignored. This feature is supported on Linux
only.

For more information regarding debuginfod, see Elfutils Debuginfod .

2.7. Core Command-line Options

As mentioned above, Valgrind's core accepts acommon set of options. Thetools also accept tool-specific options,
which are documented separately for each tool.

Valgrind's default settings succeed in giving reasonable behaviour in most cases. We group the available options
by rough categories.

2.7.1. Tool-selection Option

The single most important option.
--t ool =<t ool nane> [defaul t: nentheck]

Run the Valgrind tool called t ool nane, e.g. memcheck, cachegrind, callgrind, helgrind, drd, massif, dhat,
lackey, none, exp-bbv, etc.

2.7.2. Basic Options

These options work with all tools.
-h --help

Show help for all options, both for the core and for the selected tool. If the option is repeated it is equivalent
togiving - - hel p- debug.

- - hel p- debug

Sameas- - hel p, but also lists debugging options which usually are only of use to Valgrind's devel opers.
--version

Show the version number of the VValgrind core. Tools can have their own version numbers. Thereis ascheme

in place to ensure that tools only execute when the core version is one they are known to work with. Thiswas
done to minimise the chances of strange problems arising from tool-vs-core version incompatibilities.


https://sourceware.org/elfutils/Debuginfod.html
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-q,--qui et

Run silently, and only print error messages. Useful if you are running regression tests or have some other
automated test machinery.

-V, --verbose

Be more verbose. Gives extra information on various aspects of your program, such as: the shared objects
loaded, the suppressions used, the progress of the instrumentation and execution engines, and warnings about
unusual behaviour. Repeating the option increases the verbosity level.

--trace-chil dren=<yes| no> [defaul t: no]

When enabled, Valgrind will trace into sub-processes initiated via the exec system call. This is necessary
for multi-process programs.

Note that Valgrind does trace into the child of af or k (it would be difficult not to, since f or k makes an
identical copy of a process), so this option is arguably badly named. However, most children of f or k calls
immediately call exec anyway.

--trace-chil dren-ski p=pattl, patt2,...

This option only has an effect when - - t r ace- chi | dr en=yes is specified. It alows for some children
to be skipped. The option takes a comma separated list of patterns for the names of child executables that
Vagrind should not trace into. Patterns may include the metacharacters ? and *, which have the usual
meaning.

This can be useful for pruning uninteresting branches from atree of processes being run on Valgrind. But you
should be careful when using it. When Valgrind skips tracing into an executable, it doesn't just skip tracing
that executable, it also skips tracing any of that executabl€e's child processes. In other words, the flag doesn't
merely cause tracing to stop at the specified executables -- it skips tracing of entire process subtrees rooted
at any of the specified executables.

--trace-chil dren-ski p-by-arg=pattl, patt2,...

Thisisthesameas--trace-chi | dr en- ski p, with one difference: the decision as to whether to trace
into a child process is made by examining the arguments to the child process, rather than the name of its
executable.

--child-silent-after-fork=<yes|no> [default: no]

When enabled, Valgrind will not show any debugging or logging output for the child process resulting from a
f or k call. This can make the output less confusing (although more misleading) when dealing with processes
that create children. It is particularly useful in conjunction with - - t r ace- chi | dr en=. Use of this option
is also strongly recommended if you are requesting XML output (- - xni =yes), since otherwise the XML
from child and parent may become mixed up, which usually makes it useless.

--vgdb=<no| yes|ful | > [default: yes]

Valgrind will provide "gdbserver" functionality when - - vgdb=yes or - - vgdb=f ul | is specified. This
allows an external GNU GDB debugger to control and debug your program when it runs on Valgrind.
--vgdb=ful I incurs significant performance overheads, but provides more precise breakpoints and
watchpoints. See Debugging your program using Valgrind's gdbserver and GDB for a detailed description.

If the embedded gdbserver is enabled but no gdb is currently being used, the vgdb command line utility can
send "monitor commands" to Valgrind from a shell. The Valgrind core provides a set of VValgrind monitor
commands. A tool can optionally provide tool specific monitor commands, which are documented in the tool
specific chapter.

--vgdb- error=<nunber> [default: 999999999]

Use this option when the Valgrind gdbserver is enabled with - - vgdb=yes or - - vgdb=f ul | . Tools that
report errorswill wait for "nunber " errorsto be reported before freezing the program and waiting for you to
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connect with GDB. It follows that a value of zero will cause the gdbserver to be started before your program
is executed. Thisistypically used to insert GDB breakpoints before execution, and al so works with tools that
do not report errors, such as Massif.

--vgdb- st op- at =<set > [defaul t: none]

Usethisoption whenthe VValgrind gdbserver isenabled with - - vgdb=yes or - - vgdb=f ul | . TheVagrind
gdbserver will beinvoked for each error after - - vgdb- er r or have been reported. Y ou can additionally ask
the Valgrind gdbserver to be invoked for other events, specified in one of the following ways:

» acommaseparated list of oneor moreof start up exit abexit val gri ndabexit.

Thevaluesst art up exi t val gri ndabexi t respectively indicate to invoke gdbserver before your
program is executed, after the last instruction of your program, on Valgrind abnormal exit (e.g. internal
error, out of memory, ...).

The option abexi t issimilar to exi t but tells to invoke gdbserver only when your application exits
abnormally (i.e. with an exit code different of 0).

Note: st art up and - - vgdb- er r or =0 will both cause Valgrind gdbserver to be invoked before your
programisexecuted. The- - vgdb- er r or =0 will in addition cause your program to stop on all subsequent
errors.

o all to gpecify the complete set. It is equivalent to --vgdb-stop-
at =startup, exit, abexit, val gri ndabexit.

» none for the empty set.

--track-fds=<yes|no|all> [default: no]

When enabled, Valgrind will print out alist of open file descriptors on exit or on request, via the gdbserver
monitor commandyv. i nf o open_f ds. Alongwith eachfiledescriptor is printed astack backtrace of where
the file was opened and any details relating to the file descriptor such as the file name or socket details. Use
al | toincludereportingonst di n, st dout and st derr.

--tinme-stanmp=<yes| no> [default: no]

When enabled, each message is preceded with an indication of the elapsed wallclock time since startup,
expressed as days, hours, minutes, seconds and milliseconds.

og- fd=<nunber> [default: 2, stderr]

Specifies that Valgrind should send all of its messages to the specified file descriptor. The default, 2, isthe
standard error channel (stderr). Note that this may interfere with the client's own use of stderr, as Valgrind's
output will be interleaved with any output that the client sends to stderr.

og-fil e=<fil enane>

Specifiesthat Valgrind should send all of its messagesto the specified file. If thefile nameis empty, it causes
an abort. There are three special format specifiers that can be used in the file name.

%p is replaced with the current process ID. Thisis very useful for program that invoke multiple processes.
WARNING: If youuse- -t race- chi | dr en=yes and your program invokes multiple processes OR your
program forks without calling exec afterwards, and you don't use this specifier (or the %g specifier below), the
Valgrind output from all those processes will go into one file, possibly jumbled up, and possibly incompl ete.
Note: If the program forks and calls exec afterwards, Valgrind output of the child from the period between
fork and exec will be lost. Fortunately this gap is really tiny for most programs; and modern programs use
posi X_spawn anyway.

% isreplaced with afile sequence number unique for this process. Thisis useful for processes that produces
several files from the same filename template.
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%g{ FOO} is replaced with the contents of the environment variable FOQO. If the { FOO} part is malformed,
it causes an abort. This specifier israrely needed, but very useful in certain circumstances (eg. when running
MPI programs). Theideaisthat you specify avariable which will be set differently for each processin thejob,
for example BPROC_RANK or whatever is applicable in your MPI setup. If the named environment variable
is not set, it causes an abort. Note that in some shells, the { and } characters may need to be escaped with
abackslash.

%®%is replaced with %
If an %is followed by any other character, it causes an abort.

If the file name specifies arelative file name, it is put in the program's initial working directory: thisis the
current directory when the program started its execution after the fork or after the exec. If it specifies an
absolute file name (ie. startswith /") then it is put there.

0g- socket =<i p- addr ess: port - nunber >

Specifies that Valgrind should send all of its messages to the specified port at the specified IP address.
The port may be omitted, in which case port 1500 is used. If a connection cannot be made to the specified
socket, Valgrind falls back to writing output to the standard error (stderr). This option isintended to be used
in conjunction with the val gri nd-1i st ener program. For further details, see the commentary in the
manual.

- - enabl e- debugi nf od=<no| yes> [defaul t: yes]

When enabled Valgrind will attempt to download missing debuginfo from debuginfod servers if space-
separated server URLs are present in the $DEBUG NFOD_URLS environment variable. This option is
supported on Linux only.

2.7.3. Error-related Options

These options are used by all tools that can report errors, e.g. Memcheck, but not Cachegrind.
--xm =<yes| no> [defaul t: no]

When enabled, the important parts of the output (e.g. tool error messages) will bein XML format rather than
plain text. Furthermore, the XML output will be sent to a different output channel than the plain text output.
Therefore, you also must useone of - - xm -fd,--xm -fil e or--xm -socket to specify where the
XML isto be sent.

Less important messages will still be printed in plain text, but because the XML output and plain text output
are sent to different output channels (the destination of the plain text output is still controlled by - - 1 og- f d,
--log-fileand--1og-socket) thisshould not cause problems.

Thisoptionisaimed at making life easier for toolsthat consume Valgrind's output asinput, such as GUI front
ends. Currently this option works with Memcheck, Helgrind and DRD. The output format is specified in the
filedocs/ i nt ernal s/ xm - out put - pr ot ocol 4. t xt inthe sourcetreefor Valgrind 3.5.0 or later.

Therecommended optionsfor aGUI to pass, when requesting XML output, are; - - xm =yes toenable XML
output, - - xm - fi | e to send the XML output to a (presumably GUI-selected) file, - -1 og-fi | e to send
the plain text output to a second GUI-selected file, - - chi | d-sil ent-after-fork=yes, and -q to
restrict the plain text output to critical error messages created by Valgrind itself. For example, failure to read
aspecified suppressionsfile countsas acritical error message. In thisway, for asuccessful run the text output
filewill be empty. But if it isn't empty, then it will contain important information which the GUI user should
be made aware of.

--xm - fd=<nunber> [defaul t: -1, disabled]

Specifies that Valgrind should send its XML output to the specified file descriptor. It must be used in
conjunction with - - xm =yes.
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--xm -file=<fil enane>

Specifies that Valgrind should send its XML output to the specified file. It must be used in conjunction with
--xm =yes. Any % or % sequences appearing in the filename are expanded in exactly the same way as
they arefor - - | og-fi | e. Seethe description of --log-file for details.

--xm - socket =<i p- addr ess: port - nunmber >

Specifies that Valgrind should send its XML output the specified port at the specified |P address. It must
be used in conjunction with - - xm =yes. The form of the argument is the same as that used by - - | og-
socket . Seethedescription of - - | 0g- socket for further details.

--xm - user-comrent =<stri ng>

Embeds an extra user comment string at the start of the XML output. Only works when - - ximi =yes is
specified; ignored otherwise.

- -demangl e=<yes| no> [defaul t: yes]

Enable/disable automatic demangling (decoding) of C++ names. Enabled by default. When enabled, Valgrind
will attempt to trandate encoded C++ names back to something approaching the original. The demangler
handles symbols mangled by g++ versions 2.X, 3.X and 4.X.

An important fact about demangling is that function names mentioned in suppressions files should be in
their mangled form. Val grind does not demangl e function names when searching for applicable suppressions,
because to do otherwise would make suppression file contents dependent on the state of VVal grind'sdemangling
machinery, and also slow down suppression matching.

--numcal | ers=<nunber> [defaul t: 12]

Specifies the maximum number of entries shown in stack traces that identify program locations. Note that
errors are commoned up using only the top four function locations (the place in the current function, and that
of itsthree immediate callers). So this doesn't affect the total number of errors reported.

The maximum value for thisis 500. Note that higher settings will make Valgrind run a bit more slowly and
take a bit more memory, but can be useful when working with programs with deeply-nested call chains.

- -unw- st ack- scan-t hr esh=<nunber > [defaul t: 0] ,  --unw- st ack-scan-
frames=<nunber> [default: 5]

Stack-scanning support is available only on ARM targets.

These flags enable and control stack unwinding by stack scanning. When the normal stack unwinding
mechanisms -- usage of Dwarf CFI records, and frame-pointer following -- fail, stack scanning may be able
to recover a stack trace.

Note that stack scanning is an imprecise, heuristic mechanism that may give very misleading results, or none
at all. It should be used only in emergencies, when normal unwinding fails, and it isimportant to nevertheless
have stack traces.

Stack scanning is a simple technique: the unwinder reads words from the stack, and tries to guess which of
them might be return addresses, by checking to see if they point just after ARM or Thumb call instructions.
If so, the word is added to the backtrace.

The main danger occurs when afunction call returns, leaving its return address exposed, and a new function
is called, but the new function does not overwrite the old address. The result of thisisthat the backtrace may
contain entries for functions which have already returned, and so be very confusing.

A second limitation of thisimplementation is that it will scan only the page (4KB, normally) containing the
starting stack pointer. If the stack frames are large, this may result in only a few (or not even any) being
present in the trace. Also, if you are unlucky and have an initial stack pointer near the end of its containing
page, the scan may miss al interesting frames.
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By default stack scanning is disabled. The normal use caseisto ask for it when a stack trace would otherwise
bevery short. So, to enableit, use- - unw st ack- scan-t hr esh=nunber . ThisrequestsValgrind to try
using stack scanning to "extend" stack traces which contain fewer than nurrber frames.

If stack scanning does take place, it will only generate at most the number of frames specified by - - unw
st ack- scan- f r anes. Typicaly, stack scanning generates so many garbage entriesthat thisvalueisset to
alow vaue (5) by default. In no case will a stack trace larger than the value specified by - - num cal | er s
be created.

--error-limt=<yes|no> [default: yes]

When enabled, Valgrind stops reporting errors after 10,000,000 in total, or 1,000 different ones, have been
seen. Thisisto stop the error tracking machinery from becoming a huge performance overhead in programs
with many errors.

--error-exitcode=<nunber> [default: O]

Specifies an alternative exit code to return if Valgrind reported any errorsin the run. When set to the default
value (zero), the return value from Valgrind will always be the return value of the process being simulated.
When set to a nonzero value, that value is returned instead, if Valgrind detects any errors. Thisis useful for
using Valgrind as part of an automated test suite, since it makesit easy to detect test cases for which Valgrind
has reported errors, just by inspecting return codes. When set to anonzero value and Valgrind detects no error,
the return value of Valgrind will be the return value of the program being simulated.

--exit-on-first-error=<yes|no> [default: no]

If this option is enabled, Valgrind exits on the first error. A nonzero exit value must be defined using - -
error-exitcode option. Useful if you are running regression tests or have some other automated test
machinery.

--error-markers=<begi n>, <end> [defaul t: none]

When errors are output as plain text (i.e. XML not used), - - er r or - mar ker s instructs to output a line
containing the begi n (end) string before (after) each error.

Such marker linesfacilitate searching for errors and/or extracting errorsin an output file that contain valgrind
errors mixed with the program output.

Note that empty markers are accepted. So, only using a begin (or an end) marker is possible.
--showerror-1list=no|yes|all [default: no]

If this option is yes, for tools that report errors, valgrind will show the list of detected errors and the list of
used suppressions at exit. The value al indicates to also show the list of suppressed errors.

Notethat at verbosity 2 and above, valgrind automatically showsthelist of detected errorsand thelist of used
suppressions at exit, unless - - show error-1i st =no isseected.

Specifying - s isequivalentto- - show error-1i st =yes.
--sigill-diagnostics=<yes|no> [default: yes]

Enable/disable printing of illegal instruction diagnostics. Enabled by default, but defaults to disabled when
- - qui et isgiven. The default can always be explicitly overridden by giving this option.

When enabled, a warning message will be printed, along with some diagnostics, whenever an instruction is
encountered that VValgrind cannot decode or translate, before the program isgiven aSIGILL signal. Often an
illegal instruction indicates a bug in the program or missing support for the particular instruction in Valgrind.
But some programs do deliberately try to execute an instruction that might be missing and trap the SIGILL
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signal to detect processor features. Using this flag makes it possible to avoid the diagnostic output that you
would otherwise get in such cases.

- - keep- debugi nf o=<yes| no> [defaul t: no]

When enabled, keep ("archive") symbols and all other debuginfo for unloaded code. This allows saved stack
traces to include file/line info for code that has been diclose'd (or similar). Be careful with this, since it can
lead to unbounded memory use for programs which repeatedly load and unload shared objects.

Some tools and some functionalities have only limited support for archived debug info. Memcheck fully
supportsit. Generally, tools that report errors can use archived debug info to show the error stack traces. The
known limitations are: Helgrind's past access stack trace of arace condition is does not use archived debug
info. Massif (and more generally the xtree Massif output format) does not make use of archived debug info.
Only Memcheck has been (somewhat) tested with - - keep- debugi nf o=yes, so other tools may have
unknown limitations.

- - show bel ow mai n=<yes| no> [default: no]

By default, stack traces for errors do not show any functions that appear beneath mai n because most
of the time it's uninteresting C library stuff and/or gobbledygook. Alternatively, if mai n is not present
in the stack trace, stack traces will not show any functions below mai n-like functions such as glibc's
__libc_start_main. Furthermore, if mai n-like functions are present in the trace, they are normalised
as(bel ow mai n), in order to make the output more deterministic.

If thisoption isenabled, all stack trace entrieswill be shown and mai n-like functionswill not be normalised.
--full path-after=<string> [default: don't show source paths]

By default Valgrind only shows the filenames in stack traces, but not full paths to source files. When using
Valgrind in large projects where the sources reside in multiple different directories, this can be inconvenient.
--ful | pat h- af t er providesaflexible solution to this problem. When this option is present, the path to
each source file is shown, with the following al-important caveat: if st ri ng isfound in the path, then the
path up to and including st ri ng is omitted, else the path is shown unmodified. Note that st ri ng is not
required to be a prefix of the path.

For example, consider afilenamed/ hore/ j anedoe/ bl ah/ src/ f oo/ bar/ xyzzy. c. Specifying - -
ful | pat h-after=/hone/janedoe/ bl ah/ src/ will cause Vagrind to show the name as f oo/
bar/xyzzy. c.

Because the string is not required to be a prefix, - - f ul | pat h- af t er =sr ¢/ will produce the same
output. This is useful when the path contains arbitrary machine-generated characters. For example, the
path / ny/ bui | d/ di r/ C32A1B47/ bl ah/ src/ f oo/ xyzzy can be pruned to f oo/ xyzzy using - -
ful |l path-after=/blah/src/.

If you simply want to see the full path, just specify an empty string: - - f ul | pat h- aft er =. Thisisn't a
special case, merely alogical consequence of the aboverules.

Finally, you canuse- - f ul | pat h- af t er multiple times. Any appearance of it causes Valgrind to switch
to producing full paths and applying the above filtering rule. Each produced path is compared against all the
--ful | pat h- af t er -specified strings, in the order specified. The first string to match causes the path to
be truncated as described above. If none match, the full path is shown. This facilitates chopping off prefixes
when the sources are drawn from anumber of unrelated directories.

- -extra-debugi nf o- pat h=<pat h> [defaul t: undefined and unused]
By default Valgrind searches in severa well-known paths for debug objects, such as/ usr/ 1 i b/ debug/ .

However, there may be scenarios where you may wish to put debug objects at an arbitrary location, such
as external storage when running Valgrind on a mobile device with limited local storage. Another example
might be a situation where you do not have permission to install debug object packages on the system where
you are running Valgrind.
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In these scenarios, you may provide an absolute path as an extra, final place for Valgrind to search for
debug objects by specifying - - ext r a- debugi nf o- pat h=/ pat h/ t o/ debug/ obj ect s. The given
path will be prepended to the absolute path name of the searched-for object. For example, if Valgrind is
looking for the debuginfo for / W/ x/ y/ zz. so and - - ext r a- debugi nf o- pat h=/ a/ b/ ¢ isspecified,
it will look for adebug object at / a/ b/ ¢/ w x/ y/ zz. so.

This flag should only be specified once. If it is specified multiple times, only the last instance is honoured.
- - debugi nf o- server =i paddr: port [default: undefined and unused]
Thisisanew, experimental, feature introduced in version 3.9.0.

In some scenarios it may be convenient to read debuginfo from objects stored on a different machine. With
thisflag, Vagrind will query adebuginfo server runningoni paddr and listening on port por t , if it cannot
find the debuginfo object in the local filesystem.

The debuginfo server must accept TCP connections on port por t . The debuginfo server is contained in the
source file auxpr ogs/ val gri nd-di - server. c. It will only serve from the directory it is started in.
port defaultsto 1500 in both client and server if not specified.

If Valgrind looks for the debuginfo for / W x/ y/ zz. so by using the debuginfo server, it will strip the
pathname components and merely request zz. so on the server. That in turn will look only in its current
working directory for a matching debuginfo object.

The debuginfo data is transmitted in small fragments (8 KB) as requested by Vagrind. Each block is
compressed using L ZO to reduce transmission time. Theimplementation has been tuned for best performance
over asingle-stage 802.11g (WiFi) network link.

Note that checks for matching primary vs debug objects, using GNU debuglink CRC scheme, are performed
even when using the debuginfo server. To disable such checking, you need to also specify - - al | ow
m smat ched- debugi nf o=yes.

By default the Valgrind build system will build val gri nd- di - ser ver for the target platform, which is
almost certainly not what you want. So far we have been unable to find out how to get automake/autoconf to
build it for the build platform. If you want to useit, you will have to recompileit by hand using the command
shown at thetop of auxpr ogs/ val gri nd-di - server. c.

Vagrind can also download debuginfo viadebuginfod. See the DEBUGINFOD section for moreinformation.
--al | ow m smat ched- debugi nf o=no| yes [ no]

When reading debuginfo from separate debuginfo objects, Valgrind will by default check that the main
and debuginfo objects match, using the GNU debuglink mechanism. This guarantees that it does not read
debuginfo from out of date debuginfo objects, and also ensures that Valgrind can't crash as a result of
mismatches.

Thischeck canbeoverriddenusing- - al | ow i srmat ched- debugi nf o=yes. Thismay beuseful when
the debuginfo and main objects have not been split in the proper way. Be careful when using this, though:
it disables all consistency checking, and Valgrind has been observed to crash when the main and debuginfo
objects don't match.

--suppressions=<fil enane> [defaul t: $PREFI X/ |ib/val grind/ defaul t. supp]

Specifies an extra file from which to read descriptions of errors to suppress. You may use up to 100 extra
suppression files.

--gen-suppressi ons=<yes| no|al |l > [default: no]
When set toyes, Valgrind will pause after every error shown and print the line:

---- Print suppression ? --- [Return/Nn/Y/y/Cc] ----
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PressingRet , or N Ret orn Ret, causes Valgrind continue execution without printing a suppression for
thiserror.

PressingY Ret ory Ret causesVagrind to write a suppression for this error. Y ou can then cut and paste
it into a suppression file if you don't want to hear about the error in the future.

When settoal |, Vagrind will print a suppression for every reported error, without querying the user.

This option is particularly useful with C++ programs, as it prints out the suppressions with mangled names,
as required.

Note that the suppressions printed are as specific as possible. Y ou may want to common up similar ones,
by adding wildcards to function names, and by using frame-level wildcards. The wildcarding facilities are
powerful yet flexible, and with abit of careful editing, you may be able to suppress awhole family of related
errors with only afew suppressions.

Sometimes two different errors are suppressed by the same suppression, in which case Valgrind will output
the suppression more than once, but you only need to have one copy in your suppression file (but having
more than one won't cause problems). Also, the suppression nameisgivenas<i nsert a suppr essi on
nane her e>; the name doesn't really matter, it's only used with the - v option which prints out all used
suppression records.

i nput - fd=<nunmber> [default: 0, stdin]

Whenusing - - gen- suppr essi ons=yes, Vagrind will stop so asto read keyboard input from you when
each error occurs. By default it reads from the standard input (stdin), whichis problematic for programswhich
close stdin. This option allows you to specify an alternative file descriptor from which to read input.

--dsymutil =no| yes [yes]
Thisoption is only relevant when running Valgrind on macOS.

macOS uses a deferred debug information (debuginfo) linking scheme. When object files containing
debuginfo arelinked intoa. dyl i b or an executable, the debuginfo is not copied into the final file. Instead,
the debuginfo must be linked manually by running dsynut i | , asystem-provided utility, on the executable
or. dyl i b. Theresulting combined debuginfo is placed in adirectory alongside the executable or . dyl i b,
but with the extension . dSYM

With- - dsynut i | =no, Valgrind will detect caseswherethe. d SYMdirectory iseither missing, or ispresent
but does not appear to match the associated executable or . dyl i b, most likely because it is out of date. In
these cases, Valgrind will print awarning message but take no further action.

With- - dsynuti | =yes, Valgrind will, in such cases, automatically rundsynut i | asnecessary to bring
the debuginfo up to date. For all practical purposes, if you aways use - - dsynut i | =yes, then there is
never any need to run dsynut i | manually or as part of your applications's build system, since Valgrind
will run it as necessary.

Valgrind will not attempt to run dsyrut i | on any executable or library in/ usr/,/bin/,/sbin/,/
opt/,/sw,/System ,/Library/ or/ Applications/ sincedsynuti |l will alwaysfail in such
situations. It fails both because the debuginfo for such pre-installed system components is not available
anywhere, and also because it would require write privilegesin those directories.

Be careful whenusing - - dsynut i | =yes, sinceit will cause pre-existing . dSYMdirectoriesto be silently
deleted and re-created. Also note that dsynut i | isquite slow, sometimes excessively so.

- - max- st ackf rame=<nunber > [defaul t: 2000000]

The maximum size of a stack frame. If the stack pointer moves by more than this amount then Valgrind will
assume that the program is switching to a different stack.

You may need to use this option if your program has large stack-allocated arrays. Valgrind keeps track
of your program's stack pointer. If it changes by more than the threshold amount, Valgrind assumes your

17



Using and understanding the Valgrind core

program is switching to adifferent stack, and Memcheck behaves differently than it would for a stack pointer
change smaller than the threshold. Usually this heuristic workswell. However, if your program allocates large
structures on the stack, this heuristic will be fooled, and Memcheck will subsequently report large numbers
of invalid stack accesses. This option allows you to change the threshold to a different value.

Y ou should only consider use of this option if Valgrind's debug output directs you to do so. In that case it
will tell you the new threshold you should specify.

In general, allocating large structures on the stack is abad idea, because you can easily run out of stack space,
especialy on systems with limited memory or which expect to support large numbers of threads each with a
small stack, and al so because the error checking performed by Memcheck is more effective for heap-allocated
data than for stack-allocated data. If you have to use this option, you may wish to consider rewriting your
code to allocate on the heap rather than on the stack.

--mai n- st acksi ze=<nunber > [default: use current 'ulint' val ue]
Specifies the size of the main thread's stack.

To simplify its memory management, Valgrind reserves al required space for the main thread's stack at
startup. That means it needs to know the required stack size at startup.

By default, Valgrind usesthe current "ulimit" value for the stack size, or 16 MB, whichever islower. In many
cases this gives a stack size in the range 8 to 16 MB, which almost never overflows for most applications.

If you need alarger total stack size, use- - nai n- st acksi ze to specify it. Only set it as high as you need,
since reserving far more space than you need (that is, hundreds of megabytes more than you need) constrains
Vagrind's memory allocators and may reduce the total amount of memory that Valgrind can use. Thisisonly
really of significance on 32-bit machines.

On Linux, you may request a stack of size up to 2GB. Valgrind will stop with a diagnostic message if the
stack cannot be allocated.

- - mai n- st acksi ze only affects the stack size for the program's initial thread. It has no bearing on the
size of thread stacks, as VValgrind does not allocate those.

You may need to use both - - mai n- st acksi ze and - - max- st ackf r ame together. It is important to
understand that - - mai n- st acksi ze sets the maximum total stack size, whilst - - max- st ackf r ane
specifies the largest size of any one stack frame. You will have to work out the - - mai n- st acksi ze
value for yourself (usualy, if your applications segfaults). But Valgrind will tell you the needed - - max-
st ackf r ame size, if necessary.

Asdiscussed further in the description of - - max- st ackf r ane, arequirement for alarge stack isa sign of
potential portability problems. Y ou are best advised to place all large datain heap-allocated memory.

--max-t hreads=<nunber> [defaul t: 500]

By default, Valgrind can handle to up to 500 threads. Occasionally, that number istoo small. Use this option
to provide adifferent limit. E.g. - - max- t hr eads=3000.

--realloc-zero-bytes-frees=yes|no [default: yes for glibc no otherw se]

The behaviour of r eal | oc() isimplementation defined (in C17, in C23 it islikely to become undefined).
Vagrind triesto work in the same way as the underlying system and C runtime library that it was configured
and built on. However, if you use a different C runtime library then this default may be wrong. If the value
isyes thenr eal | oc will deallocate the memory and return NULL. If the valueisno thenr eal | oc will
not deallocate the memory and the size will be handled as though it were one byte.

As an example, if you use Vagrind installed via a package on a Linux distro using GNU libc but link your

test executable with mud libc or the JEMalloc library then consider using - - r eal | oc- zer o- byt es-
frees=no.
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Address Sanitizer has a similar and even wordier option
all ocator_frees_and returns_null _on_realloc_zero.

2.7.4. malloc-related Options

For toolsthat use their own version of mal | oc (e.g. Memcheck, Massif, Helgrind, DRD), the following options
apply.

--al i gnnent =<nunber> [default: 8 or 16, depending on the platforni

By default Valgrind'snal | oc, r eal | oc, etc, return ablock whose starting addressis 8-byte aligned or 16-
byte aligned (the value depends on the platform and matches the platform default). This option alows you
to specify adifferent alignment. The supplied value must be greater than or equal to the default, less than or
equal to 4096, and must be a power of two.

--redzone- si ze=<nunber > [default: depends on the tool]

Vagrind'smal | oc, reall oc, etc, add padding blocks before and after each heap block allocated by the
program being run. Such padding blocks are called redzones. The default value for the redzone size depends
on the tool. For example, Memcheck adds and protects a minimum of 16 bytes before and after each block
allocated by the client. Thisalowsiit to detect block underruns or overruns of up to 16 bytes.

Increasing the redzone size makes it possible to detect overruns of larger distances, but increases the amount
of memory used by Valgrind. Decreasing the redzone size will reduce the memory needed by Valgrind but
also reduces the chances of detecting over/underruns, so is not recommended.

--xtree-menory=none| al |l ocs|full [none]

Tools replacing Vagrind'smal | oc, real |l oc, etc, can optionally produce an execution tree detailing
which piece of code is responsible for heap memory usage. See Execution Trees for a detailed explanation
about execution trees.

When set to none, no memory execution tree is produced.

When setto al | ocs, the memory execution tree gives the current number of allocated bytes and the current
number of allocated blocks.

Whensettof ul | , thememory execution tree gives6 different measurements: the current number of allocated
bytes and blocks (same values as for al | ocs), the total number of alocated bytes and blocks, the total
number of freed bytes and blocks.

Note that the overhead in cpu and memory to produce an xtree depends on the tool. The overhead in cpu is
small for the value al | ocs, as the information needed to produce this report is maintained in any case by
the tool. For massif and helgrind, specifying f ul | implies to capture a stack trace for each free operation,
while normally these tools only capture an allocation stack trace. For Memcheck, the cpu overhead for the
valuef ul | issmall, asthiscan only beused in combinationwith - - keep- st ackt r aces=al | oc- and-

freeor--keep-stacktraces=all oc-t hen-free,whichaready recordsastack tracefor each free
operation. The memory overhead varies between 5 and 10 words per unique stacktrace in the xtree, plus the
memory needed to record the stack trace for the free operations, if needed specifically for the xtree.

--xtree-menory-file=<filenane> [default: xtnenory.kcg. %p]
Specifiesthat Valgrind should produce the xtree memory report in the specified file. Any %p or %g sequences
appearing in the filename are expanded in exactly the same way as they are for - -1 og-fi | e. See the
description of --log-file for details.
If the filename contains the extension . s, then the produced file format will be a massif output file format.

If the filename contains the extension . kcg or no extension is provided or recognised, then the produced file
format will be a callgrind output format.

19



Using and understanding the Valgrind core

See Execution Trees for a detailed explanation about execution trees formats.

2.7.5. Uncommon Options

These options apply to all tools, as they affect certain obscure workings of the Valgrind core. Most people won't
need to use them.

--snt- check=<none| stack|all|all-non-file> [default: all-non-file for x86/
and64/ s390x, stack for other archs]

This option controls Valgrind's detection of self-modifying code. If no checking is done, when a program
executes some code, then overwrites it with new code, and executes the new code, Valgrind will continue to
execute the trandations it made for the old code. Thiswill likely lead to incorrect behaviour and/or crashes.

For "modern" architectures -- anything that's not x86, and64 or s390x -- the defaultisst ack. Thisisbecause
a correct program must take explicit action to reestablish D-I cache coherence following code modification.
Valgrind observes and honours such actions, with the result that self-modifying code is transparently handled
with zero extra cost.

For x86, amd64 and s390x, the program is not required to notify the hardware of required D-I coherence
syncing. Hence the default isal | - non-fi | e, which covers the normal case of generating code into an
anonymous (non-file-backed) mmap'd area.

The meanings of the four available settings are as follows. No detection (none), detect self-modifying code
on the stack (which is used by GCC to implement nested functions) (st ack), detect self-modifying code
everywhere (al | ), and detect self-modifying code everywhere except in file-backed mappings (al | - non-
file).

Runningwithal | will slow Valgrind down noticeably. Running with none will rarely speed things up, since
very little code getsdynamically generated in most programs. The VALGRI ND_DI SCARD_TRANSLATI ONS
client requestisan alternativeto- - snt- check=al | and- - snt- check=al | - non-fi | e that requires
more programmer effort but allows Valgrind to run your program faster, by telling it precisely when
translations need to be re-made.

--snt-check=al | - non-fi | e providesacheaper but morelimited version of - - sntc- check=al | . It
adds checksto any translationsthat do not originate from file-backed memory mappings. Typical applications
that generate code, for example JITsin web browsers, generate code into anonymous mmaped areas, whereas
the "fixed" code of the browser always lives in file-backed mappings. - - snc- check=al | -non-fil e
takes advantage of this observation, limiting the overhead of checking to code which is likely to be JT
generated.

--read-inline-info=<yes|no> [default: see bel ow

When enabled, Valgrind will read information about inlined function calls from DWARF3 debug info. This
dows Valgrind startup and makes it use more memory (typically for each inlined piece of code, 6 words and
space for the function name), but it results in more descriptive stacktraces. Currently, this functionality is
enabled by default only for Linux, FreeBSD, Android and Solaris targets and only for the tools Memcheck,
Massif, Helgrind and DRD. Here is an example of some stacktraceswith - - r ead- i nl i ne- i nf o=no:

==15380== Condi tional junmp or nobve depends on uninitialised val ue(s)

==15380== at Ox80484EA: main (inlinfo.c:6)

==15380==

==15380== Conditional junmp or nobve depends on uninitialised val ue(s)
==15380== at 0x8048550: fun_noninline (inlinfo.c:6)

==15380== by 0x804850E: main (inlinfo.c:34)

==15380==

==15380== Condi tional junmp or nobve depends on uninitialised val ue(s)
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==15380== at 0x8048520: main (inlinfo.c:6)

And here are the same errors with - - r ead- i nl i ne- i nf o=yes:

==15377== Condi tional junmp or nobve depends on uninitialised val ue(s)

==15377== at Ox80484EA: fun_d (inlinfo.c:6)

==15377== by Ox80484EA: fun_c (inlinfo.c:14)

==15377== by Ox80484EA: fun_b (inlinfo.c:20)

==15377== by Ox80484EA: fun_a (inlinfo.c:26)

==15377== by Ox80484EA: main (inlinfo.c:33)

==15377==

==15377== Condi tional junmp or nobve depends on uninitialised val ue(s)
==15377== at 0x8048550: fun_d (inlinfo.c:6)

==15377== by 0x8048550: fun_noninline (inlinfo.c:41)

==15377== by O0x804850E: main (inlinfo.c:34)

==15377==

==15377== Condi tional junmp or nobve depends on uninitialised val ue(s)
==15377== at 0x8048520: fun_d (inlinfo.c:6)

==15377== by 0x8048520: main (inlinfo.c:35)

--read-var-info=<yes| no> [default: no]

When enabled, Valgrind will read information about variable types and locations from DWARF3 debug info.
ThisslowsValgrind startup significantly and makesit use significantly more memory, but for thetool sthat can
take advantage of it (Memcheck, Helgrind, DRD) it can result in more precise error messages. For example,
here are some standard errorsissued by Memcheck:

==15363== Uninitialised byte(s) found during client check request

==15363== at 0x80484A9: croak (varinfol.c:28)

==15363== by 0x8048544: nmmin (varinfol.c:55)

==15363== Address 0x80497f7 is 7 bytes inside data synbol "global i?2"
==15363==

==15363== Uninitialised byte(s) found during client check request
==15363== at 0x80484A9: croak (varinfol.c:28)

==15363== by 0x8048550: nmmin (varinfol.c:56)

==15363== Address OxbeaOdOcc is on thread 1's stack

==15363== in frane #1, created by main (varinfol.c:45)

And here are the same errors with - - r ead- var - i nf o=yes:

==15370== Uninitialised byte(s) found during client check request

==15370== at 0x80484A9: croak (varinfol.c: 28)

==15370== by 0x8048544: nmain (varinfol.c:55)

==15370== Locati on 0x80497f7 is 0 bytes inside global _i2[7],
==15370== a gl obal vari able declared at varinfol.c:41

==15370==

==15370== Uninitialised byte(s) found during client check request
==15370== at 0x80484A9: croak (varinfol.c:28)

==15370== by 0x8048550: nmin (varinfol.c:56)

==15370== Locati on Oxbeb4aOcc is O bytes inside [ocal var "local"

==15370== declared at varinfol.c:46, in frane #1 of thread 1
- -vgdb- pol | =<nunber > [defaul t: 5000]

As part of its main loop, the Valgrind scheduler will poll to check if some activity (such as an external
command or some input from a gdb) has to be handled by gdbserver. This activity poll will be done after
having run the given number of basic blocks (or dightly more than the given number of basic blocks). This

21



Using and understanding the Valgrind core

poll is quite cheap so the default value is set relatively low. You might further decrease this value if vgdb
cannot use ptrace system call to interrupt Valgrind if all threads are (most of thetime) blocked in asystem call.

- -vgdb- shadow- r egi st ers=no| yes [default: no]

When activated, gdbserver will expose the Valgrind shadow registers to GDB. With this, the value of the
Valgrind shadow registers can be examined or changed using GDB. Exposing shadow registers only works
with GDB version 7.1 or |ater.

--vgdb- prefix=<prefix> [default: /tnp/vgdb-pipe]

To communicate with gdb/vgdb, the Valgrind gdbserver creates 3 files (2 named FIFOs and a mmap shared
memory file). The prefix option controls the directory and prefix for the creation of thesefiles.

--run-libc-freeres=<yes|no> [default: yes]
This option is only relevant when running Valgrind on Linux with GNU libc.

TheGNU Clibrary (I i bc. so), whichisused by all programs, may allocate memory for itsown uses. Usually
it doesn't bother to free that memory when the program ends—there would be no point, since the Linux kernel
reclaims all process resources when a process exits anyway, so it would just slow things down.

The glibc authors realised that this behaviour causes leak checkers, such as Vagrind, to falsely report
leaks in glibc, when a leak check is done at exit. In order to avoid this, they provided a routine called
__libc_freeres specificaly to make glibc release all memory it has allocated. Memcheck thereforetries
torun__libc_freeres atexit.

Unfortunately, in some very old versions of glibc, __ | i bc_freeres is sufficiently buggy to cause
segmentation faults. This was particularly noticeable on Red Hat 7.1. So this option is provided in order to
inhibittherunof __|'i bc_f r eer es. If your program seems to run fine on Valgrind, but segfaults at exit,
youmay findthat - - run- 1 i bc- f r eer es=no fixesthat, although at the cost of possibly falsely reporting
spaceleaksinl i bc. so.

--run-cxx-freeres=<yes| no> [default: yes]

Thisoptionisonly relevant when running Valgrind on Linux, FreeBSD or Solaris C++ programs using libstdc
++.

The GNU Standard C++ library (I i bst dc++. s0), which is used by all C++ programs compiled with g+
+, may alocate memory for its own uses. Usually it doesn't bother to free that memory when the program
ends—there would be no point, since the kernel reclaims all process resources when a process exits anyway,
so it would just slow things down.

The gcc authors realised that this behaviour causes leak checkers, such as Valgrind, to falsely report leaks
in libstdc++, when a leak check is done at exit. In order to avoid this, they provided a routine called

__gnu_cxx::__freeres specificaly to make libstdc++ release all memory it has allocated. Memcheck
thereforetriestorun __gnu_cxx:: __ freeres at exit.
For the sake of flexibility and unforeseen problemswith__gnu_cxx: : __freer es,option- - r un- cxx-

f r eer es=no exists, although at the cost of possibly falsely reporting spaceleaksin| i bst dc++. so.
--simhints=hintl, hint2,...

Pass miscellaneous hints to Valgrind which dlightly modify the simulated behaviour in nonstandard or
dangerous ways, possibly to help the simulation of strange features. By default no hints are enabled. Use with
caution! Currently known hints are:

e lax-ioctls: Beverylaxaboutioctl handling; the only assumption isthat the size is correct. Doesn't
require the full buffer to be initialised when writing. Without this, using some device drivers with alarge
number of strange ioctl commands becomes very tiresome.
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« fuse-conpati bl e: Enablespecia handling for certain system calls that may block in a FUSE file-
system. This may be necessary when running Valgrind on a multi-threaded program that uses one thread
to manage a FUSE file-system and another thread to access that file-system.

* enabl e-out er: Enable some special magic needed when the program being run isitself Valgrind.

* no-inner-prefix: Disableprintingaprefix > infront of each stdout or stderr output linein an inner
Valgrind being run by an outer Valgrind. Thisisuseful when running Valgrind regression testsin an outer/
inner setup. Note that the prefix > will always be printed in front of the inner debug logging lines.

e no-nptl - pthread-stackcache: Thishintisonly relevant when running Valgrind on Linux; it
isignored on FreeBSD, Solaris and macOS.

The GNU glibc pthread library (1 i bpt hr ead. so), whichisused by pthread programs, maintainsacache
of pthread stacks. When a pthread terminates, the memory used for the pthread stack and some thread local
storage related data structure are not aways directly released. This memory is kept in a cache (up to a
certain size), and isre-used if a new thread is started.

This cache causes the helgrind tool to report some false positive race condition errors on this cached
memory, as helgrind does not understand the internal glibc cache synchronisation primitives. So, when
using helgrind, disabling the cache helps to avoid false positive race conditions, in particular when using
thread local storage variables (e.g. variablesusing the __t hr ead qualifier).

When using the memcheck tool, disabling the cache ensures the memory used by glibc to handle __thread
variablesis directly released when a thread terminates.

Note: Valgrind disables the cache using some internal knowledge of the glibc stack cache implementation
and by examining the debug information of the pthread library. This technique is thus somewhat fragile
and might not work for all glibc versions. This has been successfully tested with various glibc versions
(eg. 2.11, 2.16, 2.18) on various platforms.

e | ax-doors: (Solaris only) Be very lax about door syscall handling over unrecognised door file
descriptors. Does not require that full buffer is initialised when writing. Without this, programs using
libdoor(3L1B) functionality with completely proprietary semantics may report large number of false
positives.

o fall back-11sc: (MIPSand ARM64 only): Enables an alternative implementation of Load-Linked
(LL) and Store-Conditional (SC) instructions. The standard implementation gives more correct behaviour,
but can cause indefinite looping on certain processor implementations that are intolerant of extra memory
references between LL and SC. So far this is known only to happen on Cavium 3 cores. Y ou should not
need to use this flag, since the relevant cores are detected at startup and the alternative implementation is
automatically enabled if necessary. Thereisno equivalent anti-flag: you cannot force-disablethe aternative
implementation, if it is automatically enabled. The underlying problem exists because the "standard"
implementation of LL and SC is done by copying through LL and SC instructions into the instrumented
code. However, tools may insert extra instrumentation memory references in between the LL and SC
instructions. These memory references are not present in the original uninstrumented code, and their
presence in the instrumented code can cause the SC instructions to persistently fail, leading to indefinite
loopingin LL-SC blocks. The alternativeimplementation gives correct behaviour of LL and SCinstructions
between threadsin aprocess, up to and including the ABA scenario. It also gives correct behaviour between
a Valgrinded thread and a non-Valgrinded thread running in a different process, that communicate via
shared memory, but only up to and including correct CAS behaviour -- in this case the ABA scenario may
not be correctly handled.

- -schedul i ng- quant umr<nunber > [defaul t: 100000]

The - - schedul i ng- quant um option controls the maximum number of basic blocks executed by a
thread before releasing the lock used by Valgrind to serialise thread execution. Smaller values give finer
interleaving but increases the scheduling overhead. Finer interleaving can be useful to reproduce race
conditions with helgrind or DRD. For more details about the Valgrind thread serialisation scheme and its
impact on performance and thread scheduling, see Scheduling and Multi-Thread Performance.
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--fair-sched=<no|yes|try> [defaul t: no]

The- - f ai r - sched option controls the locking mechanism used by Valgrind to serialise thread execution.
Thelocking mechanism controlsthe way the threads are scheduled, and different settings give different trade-
offs between fairness and performance. For more details about the Valgrind thread serialisation scheme and
itsimpact on performance and thread scheduling, see Scheduling and Multi-Thread Performance.

» Thevaue--f air-sched=yes activatesafar scheduler. In short, if multiple threads are ready to run,
the threads will be scheduled in a round robin fashion. This mechanism is not available on all platforms
or Linux versions. If not available, using - - f ai r - sched=yes will cause Valgrind to terminate with
an error.

Y ou may find this setting improves overall responsivenessif you are running an interactive multithreaded
program, for example aweb browser, on Valgrind.

» Thevalue- -fai r-sched=try activatesfair scheduling if available on the platform. Otherwise, it will
automatically fall back to - - f ai r - sched=no.

e Thevaue- - f ai r - sched=no activates a scheduler which does not guarantee fairness between threads
ready to run, but which in general gives the highest performance.

--kernel -variant=variant1, variant?2,...

Handle system callsand ioctls arising from minor variants of the default kernel for this platform. Thisisuseful
for running on hacked kernels or with kernel modules which support nonstandard ioctls, for example. Use
with caution. If you don't understand what this option does then you almost certainly don't need it. Currently
known variants are:

» bproc: supportthesys_br oc system call onx86. Thisisfor running on BProc, whichisaminor variant
of standard Linux which is sometimes used for building clusters.

e andr oi d- no- hwt | s: someversionsof the Android emulator for ARM do not provideahardware TLS
(thread-local state) register, and Valgrind crashes at startup. Use this variant to select software support for
TLS.

e andr oi d- gpu- sgx5xx: use this to support handling of proprietary ioctls for the PowerVR SGX 5XX
series of GPUs on Android devices. Failure to select this does not cause stability problems, but may cause
Memcheck to report false errors after the program performs GPU-specific ioctls.

e andr oi d- gpu- adr eno3xx: similarly, use this to support handling of proprietary ioctls for the
Qualcomm Adreno 3XX series of GPUs on Android devices.

--nerge-recursive-franmes=<nunber> [defaul t: 0]

Some recursive algorithms, for example balanced binary tree implementations, create many different stack
traces, each containing cycles of calls. A cycleis defined as two identical program counter values separated
by zero or more other program counter values. Valgrind may then use alot of memory to store all these stack
traces. Thisisapoor use of memory considering that such stack traces contain repeated uninteresting recursive
callsinstead of more interesting information such as the function that has initiated the recursive call.

Theoption- - mer ge- r ecur si ve- f rames=<nunber > instructsValgrind to detect and mergerecursive
call cycles having a size of up to <numnber > frames. When such a cycle is detected, Valgrind records the
cyclein the stack trace as a unigque program counter.

The value O (the default) causes no recursive call merging. A value of 1 will cause stack traces of smple
recursive algorithms (for example, a factorial implementation) to be collapsed. A value of 2 will usually be
needed to collapse stack traces produced by recursive algorithms such as binary trees, quick sort, etc. Higher
values might be needed for more complex recursive algorithms.

Note: recursive calls are detected by analysis of program counter values. They are not detected by looking
at function names.
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--numtranst ab- sect ors=<nunber> [default: 6 for Android platforns, 16 for
all others]

Valgrind trandlates and instruments your program’'s machine code in small fragments (basic blocks). The
trandations are stored in a trandation cache that is divided into a number of sections (sectors). If the
cache is full, the sector containing the oldest trandations is emptied and reused. If these old translations
are needed again, Valgrind must re-trandlate and re-instrument the corresponding machine code, which is
expensive. If the "executed instructions" working set of a program is big, increasing the number of sectors
may improve performance by reducing the number of re-translations needed. Sectors are all ocated on demand.
Once allocated, a sector can never be freed, and occupies considerable space, depending on the tool and the
vaue of - - avg-transt ab-entry-si ze (about 40 MB per sector for Memcheck). Use the option - -

st at s=yes to obtain preciseinformation about the memory used by asector and the allocation and recycling
of sectors.

--avg-transtab-entry-si ze=<nunber> [default: 0, neaning use tool provided
defaul t]

Average size of tranglated basic block. This average size is used to dimension the size of a sector. Each tool
providesadefault valueto be used. If thisdefault valueistoo small, the trand ation sectorswill becomefull too
quickly. If thisdefault valueistoo big, asignificant part of the trand ation sector memory will be unused. Note
that the average size of a basic block translation depends on the tool, and might depend on tool options. For
example, the memcheck option - - t r ack- or i gi ns=yes increasesthe size of the basic block trandlations.
Use--avg-transt ab-entry-si ze to tune the size of the sectors, either to gain memory or to avoid
too many retranslations.

- -aspace- m naddr =<addr ess> [defaul t: depends on the platforni

To avoid potential conflicts with some system libraries, Valgrind does not use the address space below - -
aspace- m naddr value, keeping it reserved in case alibrary specifically requests memory in this region.
So, some "pessimistic” valueis guessed by Valgrind depending on the platform. On linux, by default, Vagrind
avoids using the first 64MB even if typicaly there is no conflict in this complete zone. You can use the
option - - aspace- mi naddr to have your memory hungry application benefitting from more of thislower
memory. On the other hand, if you encounter a conflict, increasing aspace-minaddr value might solve it.
Conflicts will typically manifest themselves with mmap failures in the low range of the address space. The
provided addr ess must be page aligned and must be equal or bigger to 0x1000 (4KB). To find the default
value on your platform, do somethingsuchasval grind -d -d date 2>&1 | grep -i m naddr.
Values lower than 0x10000 (64K B) are known to create problems on some distributions.

--val gri nd- st acksi ze=<nunber > [defaul t: 1MB]

For each thread, Valgrind needsitsown ‘private' stack. The default sizefor these stacksislargely dimensioned,
and so should be sufficient in most cases. In case the size is too small, Valgrind will segfault. Before
segfaulting, awarning might be produced by Valgrind when approaching the limit.

Usetheoption- - val gri nd- st acksi ze if suchan (unlikely) warning is produced, or Valgrind diesdueto
asegmentation violation. Such segmentation violations have been seen when demangling huge C++ symbols.

If your application uses many threads and needs a lot of memory, you can gain some memory by reducing
the size of these Valgrind stacks using the option - - val gri nd- st acksi ze.

--show emwar ns=<yes| no> [defaul t: no]

When enabled, Valgrind will emit warnings about its CPU emulation in certain cases. These are usually not
interesting.

--require-text-synbol =: sonanepatt: f nnanepatt

When a shared object whose soname matches sonanepat t isloaded into the process, examine all the text
symbols it exports. If none of those match f nnamepat t, print an error message and abandon the run. This
makes it possible to ensure that the run does not continue unless a given shared object contains a particular
function name.
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Both sonanmepatt and f nnanepatt can be written using the usual ? and * wildcards. For example:
":*libc.so*:foo?bar". You may use characters other than a colon to separate the two patterns. It
is only important that the first character and the separator character are the same. For example, the above
examplecould also bewritten" QI i bc. so* (¥ oo?bar " . Multiple - -require-text-synbol flags
are alowed, in which case shared objects that are loaded into the process will be checked against all of them.

The purpose of this is to support reliable usage of marked-up libraries. For example, suppose we have a
version of GCC's| i bgonp. so which has been marked up with annotations to support Helgrind. It is only
too easy and confusing to load thewrong, un-annotated | i bgonp. so into the application. Sotheideais: add
a text symbol in the marked-up library, for example annot at ed_f or _hel gri nd_3_6, and then give
theflag- -require-text-synbol =: *1 i bgonp*so*: annotated_for_hel gri nd_3 6 sothat
when | i bgonp. so isloaded, Vagrind scans its symbol table, and if the symbol isn't present the run is
aborted, rather than continuing silently with the un-marked-up library. Note that you should put the entire flag
in quotes to stop shells expanding up the* and ? wildcards.

- -soname- synonyns=synl=patternl, syn2=pattern2, ...

When ashared library isloaded, Valgrind checksfor functionsin the library that must be replaced or wrapped.
For example, Memcheck replaces some string and memory functions (strchr, strlen, strepy, memchr, memcpy,
memmove, etc.) with its own versions. Such replacements are normally done only in shared libraries whose
soname matches a predefined soname pattern (e.g. | i bc. so* onlinux). By default, no replacement is done
for astatically linked binary or for alternativelibraries, except for the allocation functions (malloc, free, calloc,
memalign, realloc, operator new, operator delete, etc.) Such allocation functions are intercepted by default in
any shared library or in the executableif they are exported as global symbols. Thismeansthat if areplacement
alocation library such as tcmalloc is found, its functions are also intercepted by default. In some cases, the
replacementsalow - - sonane- synonymns to specify one additional synonym pattern, giving flexibility in
the replacement. Or to prevent interception of al public allocation symbols.

Currently, this flexibility is only allowed for the malloc related functions, using the synonym somal | oc.
This synonym is usable for al tools doing standard replacement of malloc related functions (e.g. memcheck,
helgrind, drd, massif, dhat).

» Alternate malloc library: to replace the malloc related functions in a specific alternate library
with soname mymall oclib.so (and not in any others), give the option --sonane-
synonyns=somal | oc=nmymal | ocl i b. so.A pattern can be used to match multiplelibraries sonames.
For example, - - sonane- synonynms=somal | oc=*t crmal | oc* will match the soname of al variants
of the tcmalloc library (native, debug, profiled, ... tcmalloc variants).

Note: the soname of a elf shared library can be retrieved using the readelf utility.

» Replacementsin a statically linked library are done by using the NONE pattern. For example, if you link
with | i bt cmal | oc. a, and only want to intercept the malloc related functions in the executable (and
standard libraries) themselves, but not any other shared libraries, you can give the option - - sonane-
synonyns=sonmal | oc=NONE. Notethat aNONE pattern will match the main executable and any shared
library having no soname.

» To only intercept allocation symbols in the default system libraries, but not in any other shared library or
the executable defining public malloc or operator new related functions use a hon-existing library name
like - - sonane- synonyns=somnal | oc=nouseri nt er cepts (where nouseri ntercepts can
be any non-existing library name).

* Shared library of the dynamic (runtime) linker is excluded from searching for global public symbols, such
as those for the malloc related functions (identified by somal | oc synonym).

--progress-interval =<nunber> [default: 0, meaning 'disabled']
Thisis an enhancement to Valgrind's debugging output. It is unlikely to be of interest to end users.

When nunber is set to a non-zero value, Vagrind will print a one-line progress summary every nunber
seconds. Valid settings for nunber are between 0 and 3600 inclusive. Here's some example output with
nunber setto 10:
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PROGRESS: U 110s, W 113s, 97.3% CPU, EvC 414.79M TIn 616. 7k, TQut 0.5k, #thr
PROGRESS: U 120s, W 124s, 96.8% CPU, EvC 505.27M TIn 636. 6k, TQut 3.0k, #thr
PROGRESS: U 130s, W 134s, 97.0% CPU, EvC 574.90M TIn 657.5k, TQut 3.0k, #thr

Each line shows:

U: total user time
W total wallclock time
CPU: overall average cpu use

Ev C. number of event checks. An event check is a backwards branch in the simulated program, so thisis
ameasure of forward progress of the program

TI n: number of code blocks instrumented by the JIT
TQut : number of instrumented code blocks that have been thrown away

#t hr : number of threads in the program

From the progress of these, it is possible to observe:

when the program is compute bound (T1 n rises slowly, EvCrises rapidly)

when the program isin aspinloop (T1 n/TQut fixed, EvCrisesrapidly)

when the program is J T-bound (T1 n rises rapidly)

when the program is rapidly discarding code (TQut rises rapidly)

when the program is about to achieve some expected state (Ev C arrives at some value you expect)

when the program isidling (U rises more slowly than W

2.7.6. Debugging Options

There are also some options for debugging Valgrind itself. Y ou shouldn't need to use them in the normal run of
things. If you wish to seethellist, usethe - - hel p- debug option.

If you wish to debug your program rather than debugging Valgrind itself, then you should use the options - -
vgdb=yes or--vgdb=ful | .

2.7.7. Setting Default Options

Note that Valgrind also reads options from three places:

1. Thefile~/ . val grindrc

2. The environment variable $VALGRI ND_OPTS

3. Thefile./.val grindrc

These are processed in the given order, before the command-line options. Options processed later override
those processed earlier; for example, options in . /. val grindrc will take precedence over those in
~/ . val gri ndrec.

Please notethat the. / . val gri ndr c fileisignored if it isnot aregular file, or is marked as world writeable, or
is not owned by the current user. Thisis becausethe. /. val gri ndr ¢ can contain options that are potentially
harmful or can be used by alocal attacker to execute code under your user account.
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Any tool-specific options put in $VALGRI ND_OPTS or the. val gri ndr ¢ filesshould be prefixed with the tool
name and a colon. For example, if you want Memcheck to always do leak checking, you can put the following
entryin~/ . val grindrc:

--mentheck: | eak- check=yes

This will be ignored if any tool other than Memcheck is run. Without the mentheck: part, this will cause
problems if you select other tools that don't understand - - | eak- check=yes.

2.7.8. Dynamically Changing Options

The value of some command line options can be changed dynamically while your program is running under
Valgrind.

The dynamically changeable options of the valgrind core and a given tool can be listed using option - - hel p-
dyn- opt i ons, for example:

$ val grind --tool =nenctheck --hel p-dyn-options
dynam cal | y changeabl e opti ons:
-v -q -d --stats --vgdb=no --vgdb=yes --vgdb=full --vgdb-poll --vgdb-error
--vgdb-stop-at --error-markers --showerror-list -s --show bel ow nmai n
--tinme-stanp --trace-children --child-silent-after-fork --trace-sched

--trace-signals --trace-syntab --trace-cfi --debug-dunp=syms
- - debug- dunp=li ne --debug-dunp=franmes --trace-redir --trace-syscalls
--symoffsets --progress-interval --merge-recursive-frames

--vex-iropt-verbosity --suppressions --trace-flags --trace-not bel ow
--trace-not above --profile-flags --gen-suppressi ons=no

- - gen-suppr essi ons=yes --gen-suppressions=all --errors-for-I|eak-Kkinds
--show | eak- ki nds - -1 eak-check-heuristics --showreachabl e

--show possi bly-lost --freelist-vol --freelist-big-blocks --1eak-check=no
- -| eak- check=sunmary --Ieak-check=yes --1|eak-check=full --ignore-ranges

--ignore-range- bel owsp --show m smat ched-frees
valgrind: Use --help for nore information.
$

The dynamic options can be changed the following ways:

1. From the shell, using vgdb and the monitor command v. cl o:

$ vgdb "v.clo --trace-children=yes --child-silent-after-fork=no"
sendi ng command v.clo --trace-children=yes --child-silent-after-fork=no to pid 4404
$

Note: you must use doubl e quotes around the monitor command to avoid vgdb interpreting the valgrind options
asits own options.

2. From gdb, using the monitor command v. cl o:
(gdb) nmonitor v.clo --trace-children=yes --child-silent-after-fork=no
(gdb)

3. From your program, using the client request VALGRI ND_CLO_CHANGE( opt i on) :

VALGRI ND_CLO CHANGE ("--trace-chil dren=yes");
VALGRI ND_ CLO CHANGE ("--child-silent-after-fork=no");
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Dynamically changeable options can be used in various circumstances, such as changing the valgrind behaviour
during execution, loading suppression files as part of shared library initialisation, change or set valgrind options
in child processes, ...

2.8. Support for Threads

Threaded programs are fully supported.

The main thing to point out with respect to threaded programsis that your program will use the native threading
library, but Valgrind serialises execution so that only one (kernel) thread isrunning at atime. This approach avoids
the horrible implementation problems of implementing atruly multithreaded version of Valgrind, but it does mean
that threaded apps never use more than one CPU simultaneously, even if you have a multiprocessor or multicore
machine.

Vagrind doesn't schedule the threads itself. It merely ensures that only one thread runs at once, using a simple
locking scheme. The actual thread scheduling remains under control of the OSkernel. What thisdoes mean, though,
isthat your program will see very different scheduling when run on Valgrind than it does when running normally.
Thisis both because Valgrind is serialising the threads, and because the code runs so much slower than normal.

Thisdifferencein scheduling may causeyour program to behave differently, if you have somekind of concurrency,
critical race, locking, or similar, bugs. In that case you might consider using the tools Helgrind and/or DRD to
track them down.

On Linux, Valgrind also supports direct use of the cl one system call, f ut ex and so on. cl one is supported
where either everything is shared (athread) or nothing is shared (fork-like); partial sharing will fail.

2.8.1. Scheduling and Multi-Thread Performance

A thread executes code only when it hol ds the abovementioned lock. After executing some number of instructions,
the running thread will release the lock. All threads ready to run will then compete to acquire the lock.

The- - f ai r - sched option controls the locking mechanism used to serialise thread execution.

The default pipe based locking mechanism (- - f ai r - sched=no) is available on all platforms. Pipe based
locking does not guarantee fairness between threads: it is quite likely that a thread that has just released the lock
reacquires it immediately, even though other threads are ready to run. When using pipe based locking, different
runs of the same multithreaded application might give very different thread scheduling.

An dternative locking mechanism, based on futexes, is available on some platforms. If available, it is
activated by - - f ai r - sched=yes or - -f ai r- sched=t ry. Futex based locking ensures fairness (round-
robin scheduling) between threads: if multiple threads are ready to run, the lock will be given to the thread which
first requested the lock. Note that a thread which is blocked in a system call (e.g. in ablocking read system call)
has not (yet) requested the lock: such athread requests the lock only after the system call is finished.

Thefairnessof the futex based locking produces better reproducibility of thread scheduling for different executions
of amultithreaded application. This better reproducibility is particularly helpful when using Helgrind or DRD.

Valgrind's use of thread serialisation impliesthat only onethread at atime may run. On amultiprocessor/multicore
system, the running thread is assigned to one of the CPUs by the OS kernel scheduler. When athread acquiresthe
lock, sometimes the thread will be assigned to the same CPU as the thread that just released the lock. Sometimes,
the thread will be assigned to another CPU. When using pipe based locking, the thread that just acquired the
lock will usually be scheduled on the same CPU as the thread that just released the lock. With the futex based
mechanism, the thread that just acquired the lock will more often be scheduled on another CPU.

Vagrind's thread seriaisation and CPU assignment by the OS kernel scheduler can interact badly with the CPU
frequency scaling available on many modern CPUs. To decrease power consumption, the frequency of a CPU
or coreis automatically decreased if the CPU/core has not been used recently. If the OS kernel often assigns the
thread which just acquired the lock to another CPU/core, it is quite likely that this CPU/coreis currently at alow
frequency. The frequency of this CPU will be increased after some time. However, during this time, the (only)
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running thread will have run at the low frequency. Once this thread has run for sometime, it will release the lock.
Another thread will acquire this lock, and might be scheduled again on another CPU whose clock frequency was
decreased in the meantime.

The futex based locking causes threads to change CPUs/cores more often. So, if CPU frequency scaling is
activated, the futex based locking might decrease significantly the performance of a multithreaded app running
under Valgrind. Performance losses of up to 50% degradation have been observed, as compared to running on a
machine for which CPU frequency scaling has been disabled. The pipe based | ocking locking scheme a so interacts
badly with CPU frequency scaling, with performance losses in the range 10..20% having been observed.

To avoid such performance degradation, you should indicate to the kernel that all CPUs/cores should always run
at maximum clock speed. Depending on your Linux distribution, CPU frequency scaling may be controlled using
agraphical interface or using command line such ascpuf r eq- sel ect or or cpufreq-set.

An dternative way to avoid these problemsisto tell the OS scheduler to tiea Vagrind process to a specific (fixed)
CPU using thet askset command. This should ensure that the selected CPU does not fall below its maximum
frequency setting so long as any thread of the program has work to do.

2.9. Handling of Signals

Valgrind has a fairly complete signal implementation. It should be able to cope with any POSIX-compliant use
of signals.

If youre using signals in clever ways (for example, catching SIGSEGV, modifying page state and
restarting the instruction), you're probably relying on precise exceptions. In this case, you will
need to use --vex-iropt-register-updates=allregs-at-nemaccess or --vex-iropt-
regi st er-updat es=al | regs- at - each-i nsn.

If your program dies as a result of a fatal core-dumping signal, Valgrind will generate its own core file
(vgcor e. NNNNN) containing your program's state. Y ou may use this core file for post-mortem debugging with
GDB or similar. (Note: it will not generate acoreif your core dump sizelimit is0.) At the time of writing the core
dumps do not include al the floating point register information.

In the unlikely event that VValgrind itself crashes, the operating system will create a core dump in the usua way.

2.10. Execution Trees

An execution tree (xtree) is made of a set of stack traces, each stack trace is associated with some resource
consumptions or event counts. Depending on the xtree, different event counts/resource consumptions can be
recorded in the xtree. Multiple tools can produce memory use xtree. Memcheck can output the leak search results
in an xtree.

A typical usage for an xtree is to show a graphical or textual representation of the heap usage of a program. The
below figure is a heap usage xtree graphical representation produced by kcachegrind. In the kcachegrind output,
you can see that main current heap usage (allocated indirectly) is 528 bytes : 388 bytes allocated indirectly viaa
call tofunctionfland 140 bytesindirectly allocated viaacall to functionf2. f2 hasallocated memory by calling g2,
while f1 has allocated memory by calling g11 and g12. g11, g12 and g2 have directly called amemory alocation
function (malloc), and so have a non zero 'Self' value. Note that when kcachegrind shows an xtree, the 'Called'
column and call nr indicationsin the Call Graph are not significant (always set to 0 or 1, independently of thereal
nr of calls. The kcachegrind versions >= 0.8.0 do not show anymore such irrelevant xtree call number information.

An xtree heap memory report is produced at the end of the execution when required using the option - - xt r ee-
nmenory. It can also be produced on demand using the xt menor y monitor command (see Valgrind monitor
commands). Currently, an xtree heap memory report can be produced by the nencheck, hel gri nd and
massi f tools.

Thextrees produced by the option --xtree-memory or thext menor y monitor command are showing thefollowing
events/resource consumption describing heap usage:
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 cur B current number of Bytes allocated. The number of allocated bytes is added to the cur B value of a stack
trace for each alocation. It is decreased when a block alocated by this stack trace is released (by another
"freeing" stack trace)

» cur Bk current number of Blocks allocated, maintained similary to curB : +1 for each allocation, -1 when the
block isfreed.

* t ot Btotal allocated Bytes. Thisisincreased for each allocation with the number of allocated bytes.
* t ot Bk total allocated Blocks, maintained similary to totB : +1 for each allocation.

» t ot FdB total Freed Bytes, increased each time a block is released by this ("freeing") stack trace : + nr freed
bytes for each free operation.

t ot FdBk total Freed Blocks, maintained similarly to totFdB : +1 for each free operation.

Note that the last 4 counts are produced only when the - - xt r ee- menor y=f ul | was given at startup.
Xtrees can be saved in 2 file formats, the "Callgrind Format" and the "Massif Format”.

» Cdlgrind Format

An xtree file in the Callgrind Format contains a single callgraph, associating each stack trace with the values
recorded in the xtree.

Different Callgrind Format file visualizers are available:

Valgrind distribution includesthe cal | gri nd_annot at e command line utility that reads in the xtree data,
and prints a sorted lists of functions, optionally with source annotation. Note that due to xtree specificities, you
must givetheoption - - i ncl usi ve=yes to callgrind_annotate.

For graphical visualization of the data, you can use KCachegrind, which is a KDE/Qt based GUI that makes it
easy to navigate the large amount of data that an xtree can contain.

Note that xtree Callgrind Format does not make use of the inline information even when specifying - - r ead-
i nline-info=yes.

* Massif Format

An xtree file in the Massif Format contains one detailed tree callgraph data for each type of event recorded
in the xtree. So, for - - xt r ee- menor y=al | oc, the output file will contain 2 detailed trees (for the counts
cur Band cur BKk), while- - xt r ee- menor y=f ul | will give afilewith 6 detailed trees.

Different Massif Format file visualizers are available. Valgrind distribution includesthens_pr i nt command
line utility that produces an easy to read reprentation of a massif output file. See Using Massif and ms_print
and Using massif-visualizer for more details about visualising Massif Format output files.

Note that xtree Massif Format makes use of the inline information when specifying - - r ead-i nl i ne-
i nf o=yes.

Note that for equivalent information, the Callgrind Format is more compact than the Massif Format. However, the
Callgrind Format always contains the full data: there is no filtering done during file production, filtering is done
by visualizers such as kcachegrind. kcachegrind is particularly easy to use to analyse big xtree data containing
multiple events counts or resources consumption. The Massif Format (optionally) only contains a part of the data.
For example, the Massif tool might filter some of the data, according to the - - t hr eshol d option.

To clarify the xtree concept, the below gives several extracts of the output produced by the following commands:

val grind --xtree-menory=full --xtree-nenory-file=xtmenory.kcg nfg
cal l grind_annotate --auto=yes --inclusive=yes --sort=curB: 100, cur Bk: 100, t ot B: 100, t ot BK: .
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The below extract shows that the program mfg has allocated in total 770 bytes in 60 different blocks. Of these 60
blocks, 19 were freed, releasing atotal of 242 bytes. The heap currently contains 528 bytesin 41 blocks.

528 41 770 60 242 19 PROGRAM TOTALS
The below gives more details about which functions have allocated or released memory. As an example, we see
that main has (directly or indirectly) allocated 770 bytes of memory and freed (directly or indirectly) 242 bytes

of memory. The function f1 has (directly or indirectly) allocated 570 bytes of memory, and has not (directly or
indirectly) freed memory. Of the 570 bytes allocated by function f1, 388 bytes (34 blocks) have not been rel eased.

528 41 770 60 242 19 nfg.c:nmain
388 34 570 50 0 0 nfg.c:f1l
220 20 330 30 0 0 nfg.c:gll
168 14 240 20 0 0 nfg.c:gl2
140 7 200 10 0 0 nfg.c:g2
140 7 200 10 0 0 nfg.c:f2

0 0 0 0 131 10 nfg.c:freeY

0 0 0 0 111 9 nfg.c:freeX

The below gives a more detailed information about the callgraph and which source lines/calls have (directly
or indirectly) allocated or released memory. The below shows that the 770 bytes alocated by main have been
indirectly allocated by callsto f1 and f2. Similarly, we see that the 570 bytes allocated by f1 have been indirectly
allocated by callsto g11 and g12. Of the 330 bytes allocated by the 30 callsto g11, 168 bytes have not been freed.
The function freeY (called once by main) has released in total 10 blocks and 131 bytes.

-- Aut o-annot at ed source: /hone/philippe/valgrind/littleprogs/ + nfg.c

curB curBk totB totBk totFdB tot FdBk

static void freeY(void)

{ . .
int i;
for (i = 0; i < next_ptr; i++)
. . . . . . if(i %5 ==0 && ptrs[i] != NULL)
0 0 0 0 131 10 free(ptrs[i]);
: }
static void f1(void)
{ . .
int i;
. . . . . . for (i =0; i < 30; i++)
220 20 330 30 0 0 gl1();
. . . . . . for (i = 0; i < 20; i++)
168 14 240 20 0 0 gl12();
int main()
. . . . . N |
388 34 570 50 0 0 f1();
140 7 200 10 0 0 f2(0);
0 0 0 0 111 9 freeX();
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0 0 0 0 131 10 freeY();
return O;

}

Heap memory xtrees are helping to understand how your (big) program is using the heap. A full heap memory
xtree helps to pin point some code that allocates a lot of small objects : allocating such small objects might be
replaced by more efficient technique, such as allocating a big block using malloc, and then diviving thisblock into
smaller blocks in order to decrease the cpu and/or memory overhead of allocating alot of small blocks. Such full
xtree information complements e.g. what callgrind can show: callgrind can show the number of callsto afunction
(such as malloc) but does not indicate the volume of memory allocated (or freed).

A full heap memory xtree also can identify the code that allocates and frees alot of blocks : the total foot print of
the program might not reflect the fact that the same memory was over and over allocated then released.

Finally, Xtree visualizers such as kcachegrind are hel ping to identify big memory consumers, in order to possibly
optimise the amount of memory needed by your program.

2.11. Building and Installing Valgrind

Weusethestandard Unix . / conf i gur e, nmake, make i nst al | mechanism. Onceyou have completed nake
i nstal |l youmay then want to run the regression testswith make r egt est .

In addition to the usua - - prefi x=/path/to/install/tree, there are three options which affect how
Valgrind is built:

e --enabl e-i nner

This builds Valgrind with some special magic hacks which make it possible to run it on a standard build of
Valgrind (what the developers call "self-hosting”). Ordinarily you should not use this option as various kinds
of safety checks are disabled.

* --enabl e-onl y64bi t
--enabl e- onl y32bi t

On 64-bit platforms (amd64-linux, ppc64-linux, andé4-darwin), Valgrind is by default built in such away that
both 32-bit and 64-bit executables can be run. Sometimes this clevernessis a problem for a variety of reasons.
These two options allow for single-target builds in this situation. If you issue both, the configure script will
complain. Note they are ignored on 32-bit-only platforms (x86-linux, ppc32-linux, arm-linux, x86-darwin).

Theconfi gur e script teststhe version of the X server currently indicated by the current $DI SPLAY. Thisisa
known bug. The intention was to detect the version of the current X client libraries, so that correct suppressions
could be selected for them, but instead the test checks the server version. Thisisjust plain wrong.

If you are building a binary package of Valgrind for distribution, please read READNVE PACKAGERS Readme
Packagers. It contains some important information.

Apart from that, there's not much excitement here. Let us know if you have build problems.

2.12. If You Have Problems

Contact us at http://www.valgrind.org/.
See Limitationsfor the known limitationsof Valgrind, and for alist of programswhich are known not to work oniit.

All parts of the system make heavy use of assertions and internal self-checks. They are permanently enabled, and
we have no plansto disable them. If one of them breaks, please mail us!

If you get an assertion failureinm _mal | ocf r ee. ¢, thismay have happened because your program wrote off the
end of aheap block, or before its beginning, thus corrupting heap metadata. Valgrind hopefully will have emitted
amessage to that effect before dying in thisway.
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Read the Valgrind FAQ for more advice about common problems, crashes, etc.

2.13. Limitations

The following list of limitations seems long. However, most programs actually work fine.

Vagrind will run programs on the supported platforms subject to the following constraints:

On Linux, Valgrind determines at startup the size of the 'brk segment’ using the RLIMIT_DATA rlim_cur,
with aminimum of 1 MB and a maximum of 8 MB. Valgrind outputs a message each time a program tries to
extend the brk segment beyond the size determined at startup. Most programswill work properly with thislimit,
typically by switching to the use of mmap to get more memory. If your program really needs a big brk segment,
you must change the 8 MB hardcoded limit and recompile Valgrind.

On x86 and amd64, there is no support for 3DNow! instructions. If the transator encounters these, Valgrind
will generate a SIGILL when the instruction is executed. Apart from that, on x86 and amd64, essentially all
instructions are supported, up to and including AV X and AES in 64-bit mode and SSSE3 in 32-bit mode. 32-
bit mode does in fact support the bare minimum SSE4 instructions needed to run programs on MacOSX 10.6
on 32-hit targets.

On ppc32 and ppc64, aimost all integer, floating point and Altivec instructions are supported. Specifically:
integer and FP insns that are mandatory for PowerPC, the "General-purpose optional” group (fsqrt, fsgrts,
stfiwx), the "Graphics optional” group (fre, fres, frsgrte, frsgrtes), and the Altivec (also known asVMX) SIMD
instruction set, are supported. Also, instructions from the Power 1SA 2.05 specification, as present in POWERG
CPUs, are supported.

On ARM, essentially the entire ARMV7-A instruction set is supported, in both ARM and Thumb mode.
ThumbEE and Jazelle are not supported. NEON, VFPv3 and ARMv6 media support is fairly complete.

If your program does its own memory management, rather than using malloc/new/free/delete, it should
still work, but Memcheck's error checking won't be so effective. If you describe your program’'s memory
management scheme using "client requests’ (see The Client Request mechanism), Memcheck can do better.
Nevertheless, using malloc/new and free/delete is still the best approach.

Valgrind's signal simulation is not as robust asit could be. Basic POSIX-compliant sigaction and sigprocmask
functionality issupplied, but it's conceivable that things could go badly awry if you do weird thingswith signals.
Workaround: don't. Programs that do non-POSIX signal tricks arein any case inherently unportable, so should
be avoided if possible.

Machineinstructions, and system calls, have been implemented on demand. So it's possible, although unlikely,
that a program will fall over with a message to that effect. If this happens, please report all the details printed
out, so we can try and implement the missing feature.

Memory consumption of your program is majorly increased whilst running under Valgrind's Memcheck tool.
This is due to the large amount of administrative information maintained behind the scenes. Another causeis
that Valgrind dynamically translatesthe original executable. Translated, instrumented codeis12-18 timeslarger
than the original so you can easily end up with 150+ MB of translations when running (eg) aweb browser.

Valgrind can handle dynamically-generated code just fine. If you regenerate code over the top of old code (ie.
at the same memory addresses), if the code is on the stack Valgrind will realise the code has changed, and
work correctly. Thisis necessary to handle the trampolines GCC uses to implemented nested functions. If you
regenerate code somewhere other than the stack, and you are running on an 32- or 64-bit x86 CPU, you will
needto usethe - - snt- check=al | option, and Valgrind will run more slowly than normal. Or you can add
client requests that tell Valgrind when your program has overwritten code.

On other platforms (ARM, PowerPC) Valgrind observes and honoursthe cache invalidation hintsthat programs
are obliged to emit to notify new code, and so self-modifying-code support should work automatically, without
the need for - - snt- check=al | .

Valgrind hasthe following limitationsin itsimplementation of x86/AM D64 floating point relative to |EEE754.
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Precision: There is no support for 80 hit arithmetic. Internally, Valgrind represents all such "long double"
numbers in 64 bits, and so there may be some differences in results. Whether or not thisis critical remains to
be seen. Note, the x86/amd64 fldt/fstpt instructions (read/write 80-bit numbers) are correctly simulated, using
conversions to/from 64 bits, so that in-memory images of 80-bit numbers look correct if anyone wants to see.

The impression observed from many FP regression tests is that the accuracy differences aren't significant.
Generally speaking, if aprogram relieson 80-bit precision, there may be difficulties porting it to non x86/amd64
platforms which only support 64-bit FP precision. Even on x86/amd64, the program may get different results
depending on whether it is compiled to use SSE2 instructions (64-hits only), or x87 instructions (80-hit). The
net effect is to make FP programs behave as if they had been run on a machine with 64-bit IEEE floats, for
example PowerPC. On amd64 FP arithmetic is done by default on SSE2, so amd64 |ooks more like PowerPC
than x86 from an FP perspective, and there are far fewer noticeable accuracy differences than with x86.

Rounding: Valgrind does observe the 4 IEEE-mandated rounding modes (to nearest, to +infinity, to -infinity,
to zero) for the following conversions: float to integer, integer to float where there is a possibility of loss of
precision, and float-to-float rounding. For all other FP operations, only the | EEE default mode (round to nearest)
is supported.

Numeric exceptions in FP code: |IEEE754 defines five types of numeric exception that can happen: invalid
operation (sgrt of negative number, etc), division by zero, overflow, underflow, inexact (loss of precision).

For each exception, two courses of action are defined by |IEEE754: either (1) a user-defined exception handler
may be called, or (2) adefault action is defined, which "fixes things up" and allows the computation to proceed
without throwing an exception.

Currently Valgrind only supports the default fixup actions. Again, feedback on the importance of exception
support would be appreciated.

When Valgrind detects that the program istrying to exceed any of these limitations (setting exception handlers,
rounding mode, or precision control), it can print amessage giving atraceback of where this has happened, and
continue execution. This behaviour used to be the default, but the messages are annoying and so showing them
is now disabled by default. Use - - show emwar ns=yes to see them.

The above limitations define precisely the IEEE754 'default’ behaviour: default fixup on al exceptions, round-
to-nearest operations, and 64-bit precision.

Valgrind has the following limitations in its implementation of x86/AMD64 SSE2 FP arithmetic, relative to
|IEEE754.

Essentialy the same: no exceptions, and limited observance of rounding mode. Also, SSE2 has control bits
which make it treat denormalised numbers as zero (DAZ) and arelated action, flush denormals to zero (FTZ).
Both of these cause SSE2 arithmetic to be less accurate than | EEE requires. Valgrind detects, ignores, and can
warn about, attempts to enable either mode.

Valgrind has the following limitations in its implementation of ARM VFPv3 arithmetic, relative to IEEE754.

Essentially the same: no exceptions, and limited observance of rounding mode. Also, switching the VFP unit
into vector mode will cause Valgrind to abort the program -- it has no way to emulate vector uses of VFP at
a reasonable performance level. Thisis no big deal given that non-scalar uses of VFP instructions are in any
case deprecated.

Valgrind has the following limitations in its implementation of PPC32 and PPC64 floating point arithmetic,
relative to IEEE754.

Scalar (non-Altivec): Valgrind provides a bit-exact emulation of all floating point instructions, except for "fre"
and "fres', which are done more precisely than required by the PowerPC architecture specification. All floating
point operations observe the current rounding mode.

However, fpscr[FPRF] is not set after each operation. That could be done but would give measurable
performance overheads, and so far no need for it has been found.
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Ason x86/AMD64, |IEEE754 exceptions are not supported: all floating point exceptions are handled using the
default |EEE fixup actions. Valgrind detects, ignores, and can warn about, attempts to unmask the 5 IEEE FP
exception kinds by writing to the floating-point status and control register (fpscr).

Vector (Altivec, VMX): essentially as with x86/AMD64 SSE/SSE2: no exceptions, and limited observance of
rounding mode. For Altivec, FP arithmetic is done in | EEE/Java mode, which is more accurate than the Linux
default setting. "More accurate” means that denormals are handled properly, rather than simply being flushed
to zero.

Programs which are known not to work are:

» emacs starts up but immediately concludes it is out of memory and aborts. It may be that Memcheck does
not provide a good enough emulation of the mal | i nf o function. Emacs works fine if you build it to use the
standard malloc/free routines.

2.14. An Example Run

Thisisthelog for arun of asmall program using Memcheck. The programisin fact correct, and the reported error
is astheresult of a potentially serious code generation bug in GNU g++ (snapshot 20010527).

sewar dj @hoeni x: ~/ newrat 10$ ~/ Val gri nd-6/val grind -v ./bogon
==25832== Val grind 0.10, a nenory error detector for x86 RedHat 7.1.
==25832== Copyright (C) 2000-2001, and GNU GPL'd, by Julian Seward.
==25832== Startup, with flags:

==25832== - - suppr essi ons=/ hone/ sewar dj / Val gri nd/ redhat 71. supp
==25832== readi ng syns from/lib/ld-Iinux.so.2

==25832== readi ng syns from/lib/libc.so.6

==25832== readi ng syns from/mt/pima/jrs/Inst/lib/libgcc_s.so0.0
==25832== reading syns from/lib/libmso.6

==25832== readi ng syns from/mt/pima/jrs/Inst/lib/libstdc++. so0.3
==25832== readi ng syns from /hone/ sewardj/Val gri nd/ val gri nd. so
==25832== readi ng syns from/proc/sel f/exe

==25832==

==25832== Invalid read of size 4

==25832== at 0x8048724: BandMatri x:: ReSize(int,int,int) (bogon.cpp: 45)
==25832== by 0x80487AF:. mai n (bogon. cpp: 66)

==25832== Address OxBFFFF74C is not stack'd, nalloc'd or free'd
==25832==

==25832== ERROR SUMVARY: 1 errors from1l contexts (suppressed: 0 from 0)
==25832== mall oc/free: in use at exit: 0O bytes in 0 bl ocks.

==25832== mal l oc/free: 0 allocs, O frees, 0 bytes all ocated.

==25832== For a detailed |eak analysis, rerun with: --I|eak-check=yes

The GCC folks fixed this about aweek before GCC 3.0 shipped.

2.15. Warning Messages You Might See

Some of these only appear if you run in verbose mode (enabled by - v):

« More than 100 errors detected. Subsequent errors will still be recorded,
but in | ess detail than before.

After 100 different errors have been shown, Valgrind becomes more conservative about collecting them. It then
requires only the program counters in the top two stack frames to match when deciding whether or not two
errors are really the same one. Prior to this point, the PCs in the top four frames are required to match. This
hack has the effect of slowing down the appearance of new errors after the first 100. The 100 constant can be
changed by recompiling Valgrind.
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More than 1000 errors detected. |'m not reporting any nore. Final error
counts may be inaccurate. Go fix your progran

After 1000 different errors have been detected, Valgrind ignores any more. It seems unlikely that collecting
even more different ones would be of practical help to anybody, and it avoids the danger that Valgrind spends
more and more of itstime comparing new errors against an ever-growing collection. Asabove, the 1000 number
is a compile-time constant.

Warni ng: client swtching stacks?

Valgrind spotted such a large change in the stack pointer that it guesses the client is switching to a different
stack. At this point it makes a kludgey guess where the base of the new stack is, and sets memory permissions
accordingly. At the moment "large change" is defined as a change of more that 2000000 in the value of the
stack pointer register. If Valgrind guesses wrong, you may get many bogus error messages following this and/
or have crashesin the stack trace recording code. Y ou might avoid these problems by informing Valgrind about
the stack bounds using VALGRIND_STACK_REGISTER client request.

Warning: client attenpted to close Valgrind's logfile fd <nunber>

Valgrind doesn't allow the client to close the logfile, because you'd never see any diagnostic information after
that point. If you see this message, you may want to use the - - | og- f d=<nunber > option to specify a
different logfile file-descriptor number.

War ni ng: noted but unhandl ed ioctl <nunber>

Valgrind observed acall to one of thevast family of i oct | system calls, but did not modify its memory status
info (because nobody has yet written a suitable wrapper). The call will still have gone through, but you may get
spurious errors after this as aresult of the non-update of the memory info.

War ni ng: set address range perms: | arge range <number>

Diagnostic message, mostly for benefit of the Valgrind devel opers, to do with memory permissions.
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This chapter describes advanced aspects of the Valgrind core services, which are mostly of interest to power users
who wish to customise and modify Valgrind's default behavioursin certain useful ways. The subjects covered are:

e The"Client Request" mechanism
» Debugging your program using Valgrind's gdbserver and GDB

» Function Wrapping

3.1. The Client Request mechanism

Vagrind has a trapdoor mechanism via which the client program can pass all manner of requests and queries to
Vagrind and the current tool. Internally, thisis used extensively to make various things work, although that's not
visible from the outside.

For your convenience, a subset of these so-called client requests is provided to allow you to tell Valgrind facts
about the behaviour of your program, and also to make queries. In particular, your program can tell Valgrind about
things that it otherwise would not know, leading to better results.

Clients need to include a header file to make this work. Which header file depends on which client requests you
use. Some client requests are handled by the core, and are defined in the header fileval gri nd/ val gri nd. h.
Tool-specific header files are named after thetool, e.g. val gri nd/ mencheck. h. Each tool-specific header file
includesval gri nd/ val gri nd. h so you don't need to include it in your client if you include a tool-specific
header. All header files can befoundinthei ncl ude/ val gri nd directory of wherever Vagrind wasinstalled.

The macros in these header files have the magical property that they generate code in-line which Valgrind can
spot. However, the code does nothing when not run on Valgrind, so you are not forced to run your program under
Valgrind just because you use the macros in this file. Also, you are not required to link your program with any
extra supporting libraries.

The code added to your binary has negligible performance impact: on x86, amd64, ppc32, ppc64 and ARM, the
overhead is 6 simpleinteger instructions and is probably undetectable except in tight loops. However, if you really
wish to compile out the client requests, you can compile with - DNVALGRI ND (anal ogous to - DNDEBUGS effect
onassert).

Y ou are encouraged to copy theval gri nd/ *. h headersinto your project's include directory, so your program
doesn't have acompile-time dependency on Valgrind being installed. The Valgrind headers, unlike most of the rest
of thecode, areunder aBSD-stylelicense so you may include them without worrying about licenseincompatibility.

Hereisabrief description of the macrosavailableinval gri nd. h, which work with more than onetool (seethe
tool-specific documentation for explanations of the tool-specific macros).

RUNNI NG_ON_VALGRI ND:

Returns 1 if running on Valgrind, O if running on the real CPU. If you are running Valgrind on itself, returns
the number of layers of Valgrind emulation you're running on.

VALGRI ND_DI SCARD_TRANSLATI ONS:

Discards trandations of code in the specified address range. Useful if you are debugging a JIT compiler
or some other dynamic code generation system. After this call, attempts to execute code in the invalidated
address range will cause Valgrind to make new translations of that code, which is probably the semanticsyou
want. Note that code invalidations are expensive because finding al the relevant translations quickly is very
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difficult, so try not to call it often. Note that you can be clever about this: you only need to call it when an
areawhich previously contained code is overwritten with new code. Y ou can choose to write code into fresh
memory, and just call this occasionally to discard large chunks of old code all at once.

Alternatively, for transparent self-modifying-code support, use- - snt- check=al | , or runon ppc32/Linux,
ppc64/Linux or ARM/Linux.

VALGRI ND_COUNT_ERRCRS:

Returns the number of errors found so far by Valgrind. Can be useful in test harness code when combined
with the - - | og- f d=- 1 option; this runs Valgrind silently, but the client program can detect when errors
occur. Only useful for toolsthat report errors, e.g. it'suseful for Memcheck, but for Cachegrind it will always
return zero because Cachegrind doesn't report errors.

VALGRI ND_MALLOCLI KE_BLOCK:

If your program manages its own memory instead of using the standard mal | oc / new/ new ], tools that
track information about heap blocks will not do nearly as good a job. For example, Memcheck won't detect
nearly as many errors, and the error messages won't be as informative. To improve this situation, use this
macro just after your custom allocator allocates some new memory. See the commentsinval gri nd. h for
information on how to useit.

VALGRI ND_FREELI| KE_BLOCK:

This should be used in conjunction with VALGRI ND_MALLOCLI KE_BLOCK. Again, seeval gri nd. h for
information on how to useit.

VALGRI ND_RESI ZEI NPLACE_BLOCK:

Informs a Valgrind tool that the size of an alocated block has been modified but not its address. See
val gri nd. h for moreinformation on how to useit.

VALGRI ND_CREATE_MEMPOOL, VALGRI ND_DESTROY_MEMPOOL, VALGRI ND_MEMPOOL_ALLCC,
VALGRI ND_MEMPOOL _FREE, VALGRI ND_MOVE_MEMPOQL, VALGRI ND_MEMPOOL _ CHANGE,
VALGRI ND_MEMPOOL_EXI STS:

These are similar to VALGRI ND_MALLCCLI KE_BLOCK and VALGRI ND_FREEL| KE_BLOCK but are
tailored towards code that uses memory pools. See Memory Pools for a detailed description.

VALGRI ND_NON_SI MD_CALL[ 0123]:

Executes a function in the client program on the real CPU, not the virtual CPU that VValgrind normally runs
code on. The function must take an integer (holding athread ID) as the first argument and then O, 1, 2 or 3
more arguments (depending on which client request is used). These are used in various ways internally to
Valgrind. They might be useful to client programs.

Warning: Only usethese if you really know what you are doing. They aren't entirely reliable, and can cause
Vagrind to crash. Seeval gri nd. h for more details.

VALGRI ND_PRI NTF(format, ...):

Print a printf-style message to the Valgrind log file. The message is prefixed with the PID between a pair of
** markers. (Like all client requests, nothing is output if the client program is not running under Valgrind.)
Output is not produced until a newline is encountered, or subsequent Valgrind output is printed; this allows
you to build up asingle line of output over multiple calls. Returns the number of characters output, excluding
the PID prefix.

VALGRI ND_PRI NTF_BACKTRACE(f or mat, ...):

Like VALGRI ND_PRI NTF (in particular, the return value is identical), but prints a stack backtrace
immediately afterwards.
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VALGRI ND_MONI TOR_COMMAND( conmand) :

Execute the given monitor command (a string). Returns 0 if command is recognised. Returns 1 if command
is not recognised. Note that some monitor commands provide access to a functionality also accessible viaa
specific client request. For example, memcheck leak search can be requested from the client program using
VALGRIND DO _LEAK_CHECK or viathe monitor command "leak_search”. Note that the syntax of the
command string is only verified at run-time. So, if it exists, it is preferable to use a specific client request to
have better compile time verifications of the arguments.

VALGRI ND_CLO_CHANGE( opti on):
Changes the value of a dynamically changeable option (astring). See Dynamically Change Options.
VALGRI ND_STACK_REQ STER(start, end):

Registers a new stack. Informs Valgrind that the memory range between start and end is a unique stack.
Returns a stack identifier that can be used with other VALGRI ND_STACK_* calls.

Valgrind will use this information to determine if a change to the stack pointer is an item pushed onto the
stack or a change over to a new stack. Use this if you're using a user-level thread package and are noticing
crashes in stack trace recording or spurious errors from Valgrind about uninitialized memory reads.

Warning: Unfortunately, this client request is unreliable and best avoided.
VALGRI ND_STACK_DEREQ STER(i d) :

Deregisters a previously registered stack. Informs Valgrind that previously registered memory range with
stack idi d isno longer a stack.

War ning: Unfortunately, this client request is unreliable and best avoided.
VALGRI ND_STACK_CHANGE(i d, start, end):

Changes apreviously registered stack. Informs Valgrind that the previously registered stack with stack id i d
has changed its start and end values. Use this if your user-level thread package implements stack growth.

War ning: Unfortunately, this client request is unreliable and best avoided.

3.2. Debugging your program using Valgrind
gdbserver and GDB

A program running under Valgrind is not executed directly by the CPU. Instead it runs on asynthetic CPU provided
by Valgrind. Thisiswhy adebugger cannot natively debug your program when it runs on Valgrind.

This section describes how GDB can interact with the Valgrind gdbserver to provide afully debuggable program
under Valgrind. Used in thisway, GDB a so provides an interactive usage of VValgrind core or tool functionalities,
including incremental leak search under Memcheck and on-demand Massif snapshot production.

3.2.1. Quick Start: debugging in 3 steps

The simplest way to get started isto run Valgrind with the flag - - vgdb- er r or =0. Then follow the on-screen
directions, which give you the precise commands needed to start GDB and connect it to your program.

Otherwise, here's a dlightly more verbose overview.

If you want to debug a program with GDB when using the Memcheck tool, start Vagrind like this:

val grind --vgdb=yes --vgdb-error=0 prog

In another shell, start GDB:
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gdb prog

Then give the following command to GDB:

(gdb) target renote | vgdb
Y ou can now debug your program e.g. by inserting a breakpoint and then using the GDB cont i nue command.

This quick start information is enough for basic usage of the Valgrind gdbserver. The sections below describe
more advanced functionality provided by the combination of Vagrind and GDB. Note that the command line flag
- - vgdb=yes can be omitted, as thisis the default value.

3.2.2. Valgrind gdbserver overall organisation

The GNU GDB debugger is typically used to debug a process running on the same machine. In this mode, GDB
uses system calls to control and query the program being debugged. This works well, but only alows GDB to
debug a program running on the same computer.

GDB can also debug processes running on a different computer. To achieve this, GDB defines a protocol (that
is, aset of query and reply packets) that facilitates fetching the value of memory or registers, setting breakpoints,
etc. A gdbserver is an implementation of this"GDB remote debugging" protocol. To debug a process running on
aremote computer, a gdbserver (sometimes called a GDB stub) must run at the remote computer side.

The Valgrind core provides a built-in gdbserver implementation, which is activated using - - vgdb=yes or - -

vgdb=f ul | . This gdbserver allows the process running on Valgrind's synthetic CPU to be debugged remotely.
GDB sends protocol query packets (such as "get register contents") to the Valgrind embedded gdbserver. The
gdbserver executes the queries (for example, it will get the register values of the synthetic CPU) and gives the
results back to GDB.

GDB can use various kinds of channels (TCP/IP, seria line, etc) to communicate with the gdbserver. In the case
of Valgrind's gdbserver, communication is done via a pipe and a small helper program called vgdb, which acts as
anintermediary. If no GDB isin use, vgdb can also be used to send monitor commands to the Valgrind gdbserver
from ashell command line.

3.2.3. Connecting GDB to a Valgrind gdbserver

To debug a program "prog" running under Valgrind, you must ensure that the Valgrind gdbserver is
activated by specifying either - - vgdb=yes or - - vgdb=f ul | . A secondary command line option, - - vgdb-
err or =number , can be used to tell the gdbserver only to become active once the specified number of errors
have been shown. A value of zero will therefore cause the gdbserver to become active at startup, which allows
you to insert breakpoints before starting the run. For example:

val grind --tool =nentheck --vgdb=yes --vgdb-error=0 ./prog

The Valgrind gdbserver isinvoked at startup and indicatesit is waiting for a connection from a GDB:

==2418== Mentheck, a nmenory error detector

==2418== Copyright (C) 2002-2017, and GNU GPL'd, by Julian Seward et al.
==2418== Using Valgrind-3.14.0.A T and Li bVEX; rerun with -h for copyright info
==2418== Command: ./prog

==2418==

==2418== (action at startup) vgdb nme ...

GDB (in another shell) can then be connected to the Valgrind gdbserver. For this, GDB must be started on the
program pr og:
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gdb ./ prog

Y ou then indicate to GDB that you want to debug a remote target:

(gdb) target renote | vgdb

GDB then starts a vgdb relay application to communicate with the Valgrind embedded gdbserver:

(gdb) target renote | vgdb

Renot e debuggi ng using | vgdb

rel ayi ng data between gdb and process 2418

Readi ng synbols from/lib/ld-Iinux.so.2...done.

Readi ng synbols from/usr/Ilib/debug/lib/ld-2.11.2.so.debug...done.
Loaded synmbols for /lib/ld-1inux.so.2

[Switching to Thread 2418]

0x001f 2850 in _start () from/lib/ld-1inux.so.2

(gdb)
Note that vgdb is provided as part of the Valgrind distribution. Y ou do not need to install it separately.

If vgdb detects that there are multiple Valgrind gdbservers that can be connected to, it will list al such servers
and their PIDs, and then exit. You can then reissue the GDB "target" command, but specifying the PID of the
process you want to debug:

(gdb) target renote | vgdb

Renot e debuggi ng using | vgdb

no --pid= arg given and nultiple valgrind pids found:

use --pid=2479 for valgrind --tool =nencheck --vgdb=yes --vgdb-error=0 ./prog
use --pid=2481 for valgrind --tool =nencheck --vgdb=yes --vgdb-error=0 ./prog
use --pid=2483 for valgrind --vgdb=yes --vgdb-error=0 ./another_prog

Renot e communi cati on error: Resource tenporarily unavail abl e.

(gdb) target renmpote | vgdb --pid=2479

Renot e debuggi ng using | vgdb --pid=2479

rel ayi ng data between gdb and process 2479

Readi ng synbols from/lib/ld-Iinux.so.2...done.

Readi ng synbols from/usr/Ilib/debug/lib/ld-2.11.2.so0.debug...done.

Loaded synmbols for /lib/ld-1inux.so.2

[Switching to Thread 2479]

0x001f2850 in _start () from/lib/ld-1inux.so.2

(gdb)

If you want to use the - - mul t i mode which makes vgdb start in extended-remote mode, set the following in
GDB:

# gdb prog

(gdb) set renote exec-file prog

(gdb) set sysroot /

(gdb) target extended-renmpte | vgdb --multi --vargs -¢
(gdb) start

Tenporary breakpoint 1 at 0x24e0

Starting program prog

rel ayi ng data between gdb and process 2999348

Tenporary breakpoint 1, 0x000000000010a4a0 in main ()
(gdb)
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Note that in - - mul ti mode you don't have to start valgrind separately. vgdb will start valgrind for you. vgdb
--mul ti modeisexperimental and currently has some limitations like not being able to see program stdin and
stdout. Also you have to explicitly set the remote exec-file and sysroot to tell GDB the "remote” and local files
are the same.

Once GDB is connected to the Vagrind gdbserver, it can be used in the same way asif you were debugging the
program natively:

» Breakpoints can be inserted or deleted.

» Variables and register values can be examined or modified.
 Signal handling can be configured (printing, ignoring).

» Execution can be controlled (continue, step, next, stepi, etc).
* Program execution can be interrupted using Control-C.

And so on. Refer to the GDB user manual for a complete description of GDB's functionality.

3.2.4. Connecting to an Android gdbserver

When devel opping applications for Android, you will typically use a development system (on which the Android
NDK isinstaled) to compile your application. An Android target system or emulator will be used to run the
application. In this setup, Valgrind and vgdb will run on the Android system, while GDB will run on the
development system. GDB will connect to the vgdb running on the Android system using the Android NDK 'adb
forward' application.

Example: on the Android system, execute the following:

val grind --vgdb-error=0 --vgdb=yes prog
# and then in another shell, run:
vgdb --port=1234

On the devel opment system, execute the following commands:

adb forward tcp: 1234 tcp: 1234
gdb prog
(gdb) target renote :1234

GDB will use a local tcpl/ip connection to connect to the Android adb forwarder. Adb will establish a relay
connection between the host system and the Android target system. Be sure to use the GDB delivered in the
Android NDK system (typically, arm-linux-androideabi-gdb), as the host GDB is probably not able to debug
Android arm applications. Note that the local port nr (used by GDB) must not necessarily be equal to the port
number used by vgdb: adb can forward tcp/ip between different port numbers.

In the current release, the GDB server is not enabled by default for Android, due to problems in establishing a
suitable directory in which Valgrind can create the necessary FIFOs (named pipes) for communication purposes.
You can stil try to use the GDB server, but you will need to explicitly enable it using the flag - - vgdb=yes or
--vgdb=fulI.

Additionally, you will need to select a temporary directory which is (a) writable by Valgrind, and (b) supports
FIFOs. Thisis the main difficult point. Often, / sdcar d satisfies requirement (a), but fails for (b) because it is
aVFAT file system and VFAT does not support pipes. Possibilities you could try are/ dat a/ | ocal ,/ dat a/

I ocal /I nst (if you installed Valgrind there), or / dat a/ dat a/ nane. of . my. app, if you are running a
specific application and it hasits own directory of that form. Thislast possibility may have the highest probability
of success.

You can specify the temporary directory to use either via the - - wi t h- t npdi r = configure time flag, or by
setting environment variable TMPDIR when running Valgrind (on the Android device, not on the Android NDK

43



Using and understanding the Valgrind core: Advanced Topics

development host). Another aternative is to specify the directory for the FIFOs using the - - vgdb- pr ef i x=
Vagrind command line option.

We hope to have a better story for temporary directory handling on Android in the future. The difficulty is that,
unlike in standard Unixes, there is no single temporary file directory that reliably works across al devices and
scenarios.

3.2.5. Monitor command handling by the Valgrind
gdbserver

The Valgrind gdbserver provides additional Valgrind-specific functionality via "monitor commands'. Such
monitor commands can be sent from the GDB command line or from the shell command line or requested by the
client program using the VALGRIND_MONITOR_COMMAND client request. See VValgrind monitor commands
for the list of the Valgrind core monitor commands available regardless of the Valgrind tool selected.

The following tools provide tool-specific monitor commands:
* Memcheck Monitor Commands

 Callgrind Monitor Commands

* Massif Monitor Commands

» Helgrind Monitor Commands

An example of atool specific monitor command is the Memcheck monitor command | eak_check full
reachabl e any. This requests a full reporting of the alocated memory blocks. To have this leak check
executed, use the GDB command:

(gdb) nonitor |eak _check full reachabl e any

GDB sends asasingle string al what follows 'monitor’ to the Valgrind gdbserver. The Valgrind gdbserver parses
the string and will execute the monitor command itself, if it recognisesit to be aValgrind core monitor command.
If it isnot recognised as such, it isassumed to be tool-specific and is handed to the tool for execution. For example:

(gdb) nonitor |eak check full reachabl e any

==2418== 100 bytes in 1 blocks are still reachable in loss record 1 of 1
==2418== at Ox4006E9E: mal |l oc (vg _replace nall oc. c: 236)
==2418== by 0x804884F. main (prog.c: 88)

==2418==

==2418== LEAK SUMVARY

==2418== definitely lost: 0O bytes in O bl ocks

==2418== indirectly lost: 0 bytes in O bl ocks

==2418== possibly lost: 0 bytes in O bl ocks

==2418== still reachable: 100 bytes in 1 bl ocks
==2418== suppressed: 0 bytes in 0 bl ocks

==2418==

(gdb)

Similarly to GDB, the Valgrind gdbserver will accept abbreviated monitor command names and arguments, aslong
asthe given abbreviation is unambiguous. For example, the abovel eak _check command can also be typed as:

(gdb) mo | f r a

The letters no are recognised by GDB as being an abbreviation for noni t or . So GDB sends the string | f

r a tothe Vagrind gdbserver. The letters provided in this string are unambiguous for the Valgrind gdbserver.
This therefore gives the same output as the unabbreviated command and arguments. If the provided abbreviation
isambiguous, the Valgrind gdbserver will report the list of commands (or argument values) that can match:
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(gdb) mo v. n

v. can match v.set v.info v.wait v.kill v.translate v.do
(gdb) mo v.i n

n_errs _found 0 n_errs_shown O (vgdb-error 0)
